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F ABSTRACT
Ignition and transient combustion characteristics of several

ammonium perchlorate composite propellants and several nitrocellu-
lose double-base propellants were classified by their responses
to strong radiant heating (5 to 100 cal/cm2 -s) from laser and arc
sources. The minimum exposure time to the external radiant flux
required for ignition was measured in the pressure range from 5
to 21 atm using either nitrogen or air as the pressurizing gas.
The experimental portion of this investigation shows that radia-
tive sources are not suitable for rating solid rocket propellant
ignitability due to the interfering effects of solid propellant
optical transparency, slow chemical kinetics in the cool gas
phase near the surface, combustion dynamics during the radiation
termination interval, and nonuniform spatial distribution of
impinging radiation. In particular, the results obtained show
that addition of carbon powder mcy strongly decrease the required
exposure time for ignition both for composite and double-base
propellants (e.g., by a factor of 30 when 1% carbon is added to
a double-base propellant tested in the arc image apparatus at
21 atm). Non-self-sustaining reactions are observed for the
double-base propellants both in the arc image and laser ignition
apparatus. Extinction of well-developed flames is observed for
noncatalyzed double-base propellants following fast removal
(e.g., 0.Oul s at 5 - 21 atm) of the impinging radiant flux in
the laser ignition apparatus.

These effects, unwanted in a routine test device, however,
make radiative ignition tools particularly suitable for under-
standing the basic phenomena connected with unsteady heterogeneous
flames. This is shown in the theoretical developments of this
thesis. Analytical and numerical studies prompted by the variety
of phenomena found in the experimental investigation have generated
new knowledge of heterogeneous flame behavior. The theory devel-
oped to elucidate these phenomena assumes a quasi-steady gas
phase; it employs properly posed flame models of the heat feedback
for the specific propellant type being analyzed. With it, stabil-
ity properties of heterogeneous combustion waves have been studied
both for linear (small disturbance) and nonlinear (large dis-
turbance) situations.

The linearized approach is considered first. The work by
Mihlfeith on pressure and radiation driven frequency response
function (acoustic admittance) has been reviewed. Improvements
in the consistency of the data (the integral energy balance has
to be satisfied) and in the choice Qf the gas phase model (a
diffusion fla-ne for composite propellants) have been made. When
a diffusion flanr.c is adopted, the nondimensional admittance
function foi opaque propellants is shown to be the same for vari-
able presrurt! or radiation driven mechanisms. This confirms
the validia of the suggestion made by Mihlfeith of t-esting the
stability of a propellant by its response to a radiative stimulus.
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However, linearized theories are intrinsically of limited value
in large burning rate excursions (e.g., extinction).

The nonlinear governing set of equations is based on a para-
bolic partial differential equation describing the heat conduction
in the condensed phase of the burning propellant. In order to
ascertain general properties of this set of equations, an approxi-
mate formulation of the problem in terms of an ordinary differ-
ential equation has been derived by means of an integral method.I
This permits a detailed nonlinear stability analysis of solid
propellant burning. Use is made of a flame model developed by
Merkle-Turk-Summerfield (MTS) primarily for analysis of composite
propelldnt unsteady burning behavior. In this model, the gas
phase flame is controlled by a proper combination of mass diffu-
sion and chemical kinetics. An algebraic function is derived
that contains the basic properties (equilibrium and stability)
of the burning solid propellant; this is called restoring
function. It does not depend on time but only on the nature of
the particular solid propellant. It is noted that the alterna-
tive approach of Zeldovich, requiring steady-state experiments,
is useful in establishing intrinsic stability boundaries but
cannot be extended to obtain dynamic stability boundaries. By
analysis of the restoring function, it is found that, in the low
burninr. rate region (e.g., less than 0.1 cm/s at 30 atm), both
static e.nd dynamic stability boundaries can be determined in a
burning rate vs heat feedback plot. The former is defined as the
line of separation between a region where stable steady state
solutions are allowed and a region where only unstable steady
state solutions are found; the latter is defined as that ultimate
burning condition beyond which (dynamic) extinction necessarily
follows. The restoring function shows that static and dynamic
stability boundaries may be determined also in the high burning
rate region (e.g., above 2 cm/s at 30 atm). This (upper) dynamic
stability boundary is defined as that ultimate burning condition
beyond which vigorous acceleration of the heterogeneous combustion
wave occurs (the burning rate may increase by orders of magnitude),
possibly followed by dynamic extinction. The restoring function
also shows that between the two (lower and upper) static stabil-
ity boundaries, the stable steady solution is either stationary(for sufficiently low values of the surface heat release, e.g.,
150 cal/g at 30 atm) or of a self-sustained oscillating nature
(for larger values of the surface heat release, e.g., 200 cal/g
at 30 atm). A simple procedure for predicting the existence of
self-sustained oscillations, based on the shape of the restoring
function, is suggested.

The variety of phenomena discovered in the nonlinear stabil-
ity analysis is shown to be not necessarily related to heat losses
from the solid propellants. Stability boundaries hold true for
both pressure and radiation timewise changes. The effects of
several parameters on the stability properties (restoring function)
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of burning solid propellants are classified; for example, it is
shown that large pressure, residual radiant flux intensity and
low surface energy release favor stability.

Numerical results, obtained by integration of the original
governing partial differential equation and based on the MTS
flame model, show very gocd agreement (generally 5 - 10% with
regard to extinction condition) with the nonlinear stability

analysis predictions. Computer-simulated tests yield dynamic
extinction due to fast deradiation as well as the widely known
dynamic extinction due to fast depressurization. The opti.cal
transparency of the propellant to radiation is shown to have a
stabilizing effect on fast transients via radiant flux penetra-
tion. The importance of radiation scattering in the condensed
phase is discussed and an approximate way of accounting for it
is shown. For fast pressurizations, stationary equilibrium or
self-sustained oscillations are observed, consistent with the
theory. Dynamic extinction following fast pressurization is
also observed when the surface heat release is very large (e.g.,
230 cal/g at 30 atm).

In conclusion, nonlinear (large disturbances) solid propel-
lant burning stability boundaries can be immediately defined
from the knowledge of the associated restoring function. The
restoring function is a property strictly dependent on the
nature of the solid propellant.

[
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NOMENCLATURE

a = constant in ballistic mass burning rate law (see p.66)
also: volume absorption coefficient, cm- 1

A = constant defined in Eq. 7.2.24

AM = constant used in MTS flame model (see Eq. 6.2.2)

b = constant used in KTSS surface pyrolysis law
(see Eq. 6.3.5)

B = pre-exponential factor (see Eq. 7.2.16)

BM = constant used in MTS flame model (see Eq. 6.2.3)

B = depressurization rate coefficient (see Eq. 8.3.13)p

B = deradiation rate coefficient (see Eq. 8.3.14)r

C = specific heat, cal/g-K

C 1... 5 = constants defined in Eq. 7.2.26

E = activation energy, cal/mole

F = nondimensional radiant flux intensity

H = nondimensional surface heat release

2I = radiant flux intensity, cal/cm -s

Io = radiant flux intensity impinging at the propellant
surface, cal/cm2 -s

X = nondimensional layer thicknessI 2_m = mass flow rate, g/cm -s

n = exponent in ballistic mass burning rate law (see p. 66)

ns = pressure coefficient in surface pyrolysis law(see Eq. 7.2.20)

Nt = transparency factor (see Eq. 6.3.6)

P = pressure, atm

PP = nondimensional pressure

S= energy flux intensity, cal/cm 2-s

qf = dimensional heat feedback from the gas phase, cal/cm2 -s

g = nondimensional heat feedback from the gas phase

S* 4
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rrq.s. = quasi-steady state

Q = heat release, cal/g

r = surface reflectivity

( = universal gas constant, cal/mole-K

R = burning rate, cm/s

dtb = response function (see Eqs. 7.2.1 and 7.2.2)

RR = nondimensional burning rate

s = exponent in KTSS surface pyrolysis law (see Eq. 6.3.5);
also, scattering coefficient, cm-I

s.s. = steady state

t = time,s

T = temperature, K

TT = nonlimensional temperature (see Eq. 6.5.1b)

u = nordimensional finite sire disturbance of temperature
(see Eq. 8.2.1)

= nondimensional finite size disturbance of thermal gradientUX (see Eq. 8.2.4)

U = gas velocity, cm/s

W = mass reaction rate,_/_c3 -s-
also.constant defined in Eq. 7.2.18.

Wc = mass reaction rate for a sharp flame mt-del(see Eq. 7.2.16), g/cm3 -s

Wd = mass reaction rate for a distributed flame model

(see Eq. 7.2.13), g/cm3 -s

x = space variable, cm

X = nondimensional space variable

)
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Greek Symbols:

a - thermal diffusivity, cm 2/s;
also, flame temperature coefficient (see Eq. 7.2.16)

B = nondimensional parameter defined in Eq. 6.4.1

6 = thermal layer penetration, cm;
also, Dirac delta function

A = finite difference of a quantity evaluated between
X =0 and X = -6 (see Eq. 8.2.9)

6 = small quantity

= rate of product generation, s-i

e = nondimensional temperature

x = thermal conductivity, cal/cm-s-K; also, wavelength, Um

A = constant defined in Eq. 7.2.24

U = microns (measurement of length), 10 4 cm

v = reaction order (see Eq. 7.2.16)

P = density, g/cm 3

T = nondimensional time

T = nondimensional time parameter defined in Eqs. 6.2.2-6.2.4

W = frequency, rad/s

al = nondimensional frequency

Subscripts and Superscripts:

a = ambient value

b = burning

c = condensed phase value

D = dynamic

a = penetration depth

f = final value;
also, flame
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g = gas

i = initial value-
also, used in'finite difference scheme (see §9.1)

j = used in finite difference scheme (see §9.1)

p = pressure

r = radiant

s = surface value

S = static

ch = chemical

co = conduction

di = diffusion

op - opaque condensed phase

re = reaction

th = thermal

ext = external

tad = radiant

ref = reference value

- = steady state or averarye value of a parameter

= perturbed value of a parameter

0 = condensed phase side of the propellant surface

+o = gas phase side of the propellant surfaa.e

s = condensed phase side of the propellant surface
fluctuating range (see Fig. 22c)

+ gas phase side of the propellant surface fluctuating
range (see Fig. 22c)

-= = condition far upstream

= condition far downstream

-4
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Abbreviations:

AFSC = Air Force System Command A

AIAA = American Institute of Aeronautics And Astronautics

AN = ammonium nitrate

AP = ammonium perchlorate
BC = boundary condition

BC1 = boundary condition at x = 0

BC2 = boundary condition at x = -
BD-MVP = butadiene-methylvinylpyridine

BRL = Ballistic Research Laboratory

BUTAREZ = carboxy-terminated polybutadiene with magnetite
(see p. 10 of Ref. 85)

CC = copper chromite

CPIA = Chemical Propulsion Information Agency

CTPB = carboxy-terminatect polybutadiene

DB =double base

DSC = differential scanning ca3torimeter

DTA = differential thermal analysis

GDF = granular diffusion flame (model of steady state
burning)

HMX = Octahydro-l,3,5,7-tetranitro-l,3,5,7-tetrazocine
(C4 H8 08 N8 )

JSR = Journal of Spacecraft and Rockets

KP = potassium perchlorate

KTSS = Krier-T'sien-Sirignano-Summerfield

MTS = Merkle-Turk-Summerfield

NC = nitrocellulose

NOTS = Naval Ordnance Test Station

NWC = Naval Weapons Center

ODE = ordinary differential equation
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ONERA = Office National d'Etudes et de Recherches Aerospatiales

PBAA = polybutadiene-acrylic acid

PBAN = polybutadiene-acrylic acid acrylonitrile

PDE = partial differential equation

PIB = polyisobutylene

PMTF = Journal of Applied Mechanics and Technical Physics A
PS = polysulfide f

PU = polyurethane

SRI = Stanford Research Institute

UTC = United Technology Center

UTREZ = polyisobutylene j
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29 Response function of a propellant showing that 177

the pressure and radiation driven frequency
behavior of an opaque propellant is the same
for a distributed flame model.

30 Destabilizing effect of large surface energy 178
release (distributed flame model).

31a Qualitative sketch of the nonlinear static re- 179
storing function, for different pressure
values, illustrating the existence of three
equilibrium configurations: A and B. (for
the reacting mode), C (for thi unrea6ting
mode). Roots Bi are statically unstable.

31b Qualitative sketch of the nonlinear static 180
restoring function, for increasing surface
heat re~ease values, illustrating the appear-
ance of a second pair of roots, D and E, for
the reacting mode (upper dynamic instability).

32 Influence of pressure on nonlinear static 181
restoring function for Q = -158.2 cal/g
showing upper dynamic instability at P =10 atm.

33 Stabilizing effect of residual radiant flux 182
intensity on lower dynamic stability boundary.

34a Destabilizing effect of large surface energy 183
release on upper dynamic stability boundary.

34b Coalescence of A-D roots at Q = -190. cal/g; 184
the steady reacting mode is sfationary for
IQI < 190. cal/g and self-sustained oscilla-
t1ig forlQ I > 190. cal/g. See Eig. 57.

S

is Negligible influence of ambient temperature on 185
nonlinear static restoring function (for the
indicated range of values).

36 Construction of the static stability line and 186
its meaning.

37a Representative time histories of burning rate 1877during deradiation showing possible occurrence

of dynamic extinction.

37b Corresponding trajectories in burning rate 187
vs heat feedback plane.

37c Nomenclature used for deradiation transients. 187

37d Nature of nonautonomous function considered 187
in this study.
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38 The range of possible unstable equilibrium 188
points in dynamic burning regime is limited
by the no-return point M (the unstable root
associated to the static restoring function for

39 Lower dynamic stability boundary on a burning 189
rate vs heat feedback plane showing a sensible
increase of burning region as compared with
static burning regime.

40 Numerical molecules used in the computer 190
solution.

41 Flow chart of the numerical program. 191-193

42 Destabilizing effect of large initial radiant 194
flux intensity on dynamic burning rate. (cf.Fig. 46).

43 Occurence of dynamic extinction following 195
fast deradiation.

44 Sensitivity of the burning propellant to the 196
initial conditions in the region near the
lower dynamic stability.

45 Occurrence of damped oscillations in the dy- 197
namic burning rate following fast deradiation.
(cf. Fig. 47).

46 Destabilizing effect of large depressuriza- 198
tion rate on dynamic burning rate. (cf. Fig.
42).

47 Occurrence of damped oscillations in the dynamic 199
burning rate following fast depressurization.
(cf. Fig. 45).

48 Trajectories in the burning rate vs heat 200
feedback (or MTS) plane showing that deradia-
tion and depressurization transients follow
different paths.

49 Radiation penetration making more difficult 201
dynamic extinction-due to fast deradiation.

50 Radiation penetration decreasing the intensity 202
of the undershoot following fast deradiation.

-~ - -
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51 Radiation penetration favoring damped oscilla- 203
tions of the dynamic burning rate following
fast deradiation.

52 Go/no-go computer simulated deradiation tests 204
in the MTS plane showing very good agreement
with the predicted lower dynamic stability
boundary.

53 Go/no-go computer simulated deradiation tests 205
in the MTS plane showing that radiation pene-
tration does not affect the lower dynamic stab-
ility boundary. See also Table 13 and Fig. 52.

54 Go/no-go computer simulated depressurization 206
tests showing very good agreement with the
predicted lower dynamic stability boundary.
See also Table 13.

55 Computer simulated pressurization tests showing 207
no upper dynamic instability for IQsI < 170
cal/g. Ccf. Tables 10 and 11.)

56 Computer simulated pressurization tests showing 206
upper dynamic instability for IQsI > 170 cal/g.
(df. Tables l0 and 11.)

57 Computer simulated pressurization tests showing 209
self-sustained surface temperature oscillations.

(cf. Tables 10 and 12).
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CHAPTER 1

OBJECTIVES, BACKGROUND AND PLAN OF PRESENTATION

This chapter describes the purpose of the study and its con-
nection with other studies performed at Princeton University and,
more generally, with the broad field of solid propellant ignition
and combustion. An introductory background to the problems inves-
tigated is offered both from a technical and historical point of
view. Finally, the overall plan of presentation is given. Note
that phenomena associated with solid propellant burning will be
denoted throughout this study as heterogeneous combustion, since
they usually involve the presence of condensed and gas phases.

1.1 Motivations of Radiative Ignition Research

This study concentrates on the ignition and nonsteady burn-
ing of solid rocket propellants. A successful ignition process
is a necessary condition for a solid rocket propellant powered
device to achieve the objectives of its mission. Unfortunately,
even today the initiation of the deflagration wave and the subse-
quent transients are among the less understood and less predictable
combustion phenomena. Solid propellant rocket motor ignition
transients include a number of processes occurring in succession
or simultaneously in a combustion chamber due to the action ofsome igniter: in particular, the induction interval required for
the appearance of a first flame somewhere along a grain, the flame
spreading over the entire surface of the grain, and the chamber fill-
ing with gaseous products. However, the ignition transient cannot
be considered complete at this point since pressure overshoots
following chamber filling can imperil the motor casing, sometimes
causing rupture. Furthermore, a number of severe requirements on
reproducibility, short ignition delays, capability of ignition in
various unfavorable conditions (e.g., low temperature and vacuum),
etc., are usually rade for solid propellant powered devices. To
ascertain the basic factors in the above p~ocesses and to avoid
expensive and time consuming large scale tests, broadly-based igni-
tion and nonsteady combustion research has evolved.

The ultimate goal of solid propellant ignition research is
to predict with confidence the ignition responses of solid propel-
lants under any set of operating conditions. From this point of
view, the (propellant/combustion chamber) system should be consid-
ered.- 3  However, this study emphasizes the propellant and does
not consider the fluid'dynamic interactions between the propellant
and chamber. This means that the flame spreading and chamber
filling phenomena are neglected and concentration is placed on
the first ignition event and on nonsteady burning.

In practice, the ignition of solid propellants is frequently
due to the action of a pyrotechnic igniter emitting hot combustion
products both solid and gaseous. The ignition response of the
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propellant depends on the rate of energy transfer from the pyro-
technic igniter combustion products *o the mass of the initially
cool solid propellant. These responses are complicated to deter-
mine, since the heat transfer occurs by simultaneous convection
from the flowing hot gas, conduction from impinging incandescent
particles, and by radiation both from gas and particles. Other
heat sources, such as atom recombination and condensation of
saturated vapors, are also present. Since each of the above
modes of energy transfer is complicated greatly by the actual
geometrical and physical configuration of the propellant and of
the igniter combustion products, it is often advisable to restrict
experimental or theoretical analysis to just one mode of energy
transfer. Sources of radiant energy allow both a wide range of
excursion and an accurate control of the intensity of the heat
input and of the exposure time of the propellant under examination.
Accordingly, this study is concerned with the ignition and non-
steady burning of solid propellant by purely radiative heat trans-
fer.

A typical radiative ignition transient is shown in Fig. la.
The history of the burning rate illustrates the abrupt passage
from an initially negligible gasification rate to a vigorous burn-
ing regime. It is apparent from Fig. la that the steady state
(s.s.) burning rate value may be strongly exceeded (overshoot)
during the ignition transient by the instantaneous burning rate
peak; on the other hand, dynamic effects associated with this
overshoot may involve the instantaneous burning rate following
the peak value falling well below (undershoot) the s.s. value.
Usually, the entire transient converges toward the s.s. burning

rate after some oscillations with a period of the order of magni-
tude of the solid phase thermal layer characteristic time (see
§9.4). A second and distinct phenomenon which will also be dealt
with in this thesis is illustrated in Fig. lb. It is shown that
the abrupt (in a sense to be specified in §A.3) passage from an
initial to a final burning configuration corresponding to differ-
ent values of radiant flux (occurring, for example, at the end of
the ignition event), may involve a precipitous undershoot leading
to extinction depending on how fast the change of radiant flux is
accomplished. This phenomenon is referred to as dynamic extinc-
tion (see §2.3) and may be associated with either an initially
unperturbed s.s. burning regime (Fig. lb) or a not yet completed
ignition transient (Fig. la). Accordingly, a radiative ignition
transient in its most general form includes the presence of phe-
nomena (for example, the possibility of extinction of the sample
just ignited following the cut off of the radiant source) not
found in other ignition transients. Changes in any of the several
parameters related either to the radiant source (level of the
radiant flux, time for cutting off the radiant source, etc.) or
to the propellant sample (addition of chemical additives, trans-
parency of the propellant, etc.) affect the entire transient.
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A radiant ignition transient contains a wide variety of com-
bustion phenomena: an induction interval, starting of surface
regression, faJ'.t acceleration of the burning rate, overdriven
deflagration wave, undershoot of burning rate following radiant
source cut off, extinction or recovery, and oscillations. This
study is concerned with all these aspects (for details see §1.4)
of unsteady combustion phenomena induced by radiation. In partic-
ular, detailed analysis is offered of the stability conditions
for burning propellant subjected to variable pressure and/or
radiant flux level.

1.2 Background on Solid Propellant Ignition

Comprehensive reviews of this subject have been offered by
unummerfield 4 ir: 1963, Price 5 in 2.966, Ba:rere 6 in 1969, and Mer-

Lhanov 7 in 1971. In this section, the Lasic concepts are present-
ed; a detailed review of radiant ignition research is made in the
next chapter. The most recent comprehensive review on radiative
ignition is contained in the work by Ohlemiller and Summerfield. 8

The first quantitative ignition theory for a reactable sub-
stance was written by Frank-Kamenetski 9 - 1 0 in his classical work
on combustion in 1939. Although it later evolved in two different
forms, his model can be considered the beginning of a long line
of ignition research, known as thermal ignition theory, mainly
developed in the Soviet Union (see Refs. 11-18, for example) in
its various aspects. Thir theory has been adapted in several ways
by many investigators. The basic hypothesis is that ignitionoccurs once a purel. thermal condition has been satisfied. Frank-

Kamenetski considered ignition to have occurred when the rate ofheat production by chemical reaction exceeds the rate of heat loss

to the surroundings, so that a very rapid reaction would be sub-
sequently triggered. This idea was also used later for propel-
lants by Hicks19- 2 0 and Bradley 2 l among others. Another ignition
criterion is the achievement of a critical temperature at the pro-
pellant surface. This was used by Altman and Grant. 2  of par-
ticular interest to us (see §6.6) is the approach by Zeldovich,
later followed by other Soviet investigators, prominent among them
nition requires triggering chemical activity in both the gas and

solid phases and the formation of a thermal layer in the condensed
phase thick enough to sustain the deflagration wave. However, in
the spirit of the thermal theory, Zeldovich 2 3 argues that the
critical step is the heating of this inert layer. Other criteria
of Ehis nature are possible. Parallel to this, similar criteria
may be adopted for experimental work. Commonly accepted (and
often erroneous) are the first flame appearance or the achievement
of a critical surface temperature.

In the search for more complete models, the ignition process
has been considered to result from a critical chemical reaction
whose occurrence provides the chemical activity and the thermal

- .- -. -----T-- - - - - - - - - -- ----- 2 I
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energy required for starting the deflagration wave in the propel-
lant. The complications inherent in any chemical kinetics are
such that, as yet, only single one-step reactions are considered.
Much controversy exists as to where to assign this single, con-
trolling reaction. Thus,depending on the beliefs of the individ-
ual investigator, the ignition process is seen as being triggered
by a single one-step reaction in the condensed phase, in the gas
phase, or at the solid/gas interface.

Solid phase ignition theory assumes the triggering reaction
occurs in the condensed phase. Since the ignition criteria are
necessarily the same as in the thermal theory, the distinction is
by no means sharp. Work along this line has been done by Baer
and Ryan, 2 6 Price, 2 7 , 2 8 Rosser, 2 9 Gray and Harper, 3 0 3 2 and some
Soviet investigators. 3 3 -3 5 A fundamental shortcoming of thermal
Pnd solid phase theories is an inherent inability to predict the
pressure dependence of the ignition process seen in experimental
results. An approximate way to include these effects is indicated
by Baer and Ryan..36 They assume that the energy input cannot be
larger than the final steady-state heat feedback which, in turn,
depends on the pressure. Similar considerations were introduced
by Von Elbe 3 7 and Pantoflicek. 3 8

Gas phiase ignition theory assumes the triggering reaction
occurs in tie gas phase between decomposition products of the
fuel and oxidizer. This line of research 3 9 - 4 3 is due mainly
to Summerfield and was prompted by the necessity of explaining
the observed effects of pressure and oxygen presence on
ignition delay. Contrary to most solid phase ignition theories,
the gas phase theory predicts a continuous path from the initial-
ly cool propellant to the final steady state combustion configur-
ation.

Heterogeneous ignition theory assumes the triggering reaction
occurs between the strongly oxidizing gas products of a crystal-
line oxidizer (e.g., ammonium perchlorate) decomposition and the
fuel surface. This line of research4 4 - 5 0 is due mainly to
Anderson.

Because of the necessarily oversimplified assumptions in all
the above models and of the many interacting processes, it has not
been possible to achieve a single theory for ignition of all pro-
pellants in all situations. Indeed, a single theory is not neces-
sary; as in other fields of research, a good understanding of a
few representative cases which include the important processes
may suffice for the clarification of many other cases. Accord-
ingly, in the experimental part of this study, we have sought pro-
pellant formulations and test conditions that emphasize particular
ignition events.

For the sake of completeness and to avoid confusion, notice
that the above solid, gas, and heterogeneous phase ignition theo-
ries are all specific models in tihe area of the heterogeneous



-5-

combustion phenomena associated with solid propellants. A similar
expression, "initiation of fast reactions in solids", denotes that
wide branch of applied science which studies the ignition processes
in the solid state. An excellent account of this subject is given
in the books by Bowden and Yoffe 5 1- 5 2 and by Johansson and Persson 5 3

It is shown there that the triggering mechanism may be heat, shock,
light, ionizing radiation and some not yet understood internal pro-
cess confined to the explosive crystal. It is of interest that the
development of fast reactions in a solid, initiated by one or more
of the above mechanisms, occurs in "hot spots" (definite regions
of decomposition of the solid compound) which then develop into
a deflagration or detonation. In this *qport the concepts cf
thermal explosion, photochemical effects, -nd initiation by hot
spots will be occasionally borrowed.

Likewise notice that the expression "gas phase ignition
theory" also denotes that specialized branch of homogeneous com-
bustion which studies the initiation of reactions in a gas mix-
ture. Excellent accounts of this subject are iven in the
classical books by Jost,54 Lewis and Von Elbe,55 Gaydon and Wolf-
hard, 5 6 and.Williams. 5 7 However, no confusion should arise with
the Summerfield gas phase ignition model proposed for the initia-
tion of combustion reactions in a solid propellant (e.g., Ref. 39);
the terminology is similar but the physical situations are dis-tinctly different.

1.3 Historical Background of Solid Propellant Radiative Ignition

The well defined and easily controlled heat outputs obtain-
able from radiative energy sources have made the use of such de-
vices quite popular both ir. rating solid propellant ignitability
and in investigating the basic laws of heterogeneous combustion.
However, this particular experimental tool has several inherent
difficulties which initially were unsuspected; these difficulties
will be discussed later. Now, a brief historical survey of the
subject is given.

Possibly the first experimental data on radiative ignition
were obtained by focusing sunlight on a propellant surface. This
was done by Anderson and Shooka0 in 1949. Basic shortcomings of
this type of experiment are the nonreproducibility of the radiative
source conditions and the scattering of the data due to propellant
smoking. About this same time, 1950, the theoretical analysis by
Avery 5 9 dealing with the effect of radiation penetration on the
burning rate of a tubular grain of JPT propellant was published.
Avery demonstrated that in-depth absorption of radiation could
lead to subsurface reactions (referred to as "wormholing"). An
improvement over the original sunlight furnace for radiative
ignition experiments was made by Baer, Ryan and co-workers. 3 6 , 6 0-62
During a research program started in 1957 at the University of
Utah, they systematically tested ammonium perchlorate (AP) and
ammonium nitrate (AN) based composite propellants in a black body
type of radiator obtained by electrical heating of a metallic core.
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Also, they performed experiments at pressures other than one
atmosphere and were the first to recognize that radiative, con-
vective, or conductive ignition tests give, in general, different
results. The details of this and of all the various other exper-
imental works concerning radiative ignition are summarized in
Chapter 2.

A decisive impro'..ment in the experimental technique is due
to Beyer and Fishman 6-J of SRI. They adapted an arc image furnace
to radiative ignition tests and,in 1960, published results on AP-
based composite propellants. This was the first of a large number
of papers entirely dedicated to radiative ignition research con-
ductea using an arc image ignition apparatus.

In particular, attention is called to the work by Price, 2 7 2 8

who first recognized the existence of steady gasification processes
at the surface of the strand prior to ignition. Price also tested
double-base (DB) propellants and examined the effect of modifiers
on the ignition delay of AP propellants. Later he offered a
review5 on the entire subject of propellant ignition.

From the beginning it was clear that some unique factors
were involved in the radiative ignition experiments. For example,
the presence of a cold environmental gas is not found in an
actual rocket motor ignition. Likewise, several factors due to
the physics of the radiation are not found in the usual convec-
tive or conductive ignition experiments. To elucidate the unique
consequences of this experimental technique and also to resolve
some controversies concerning the experiwýn l procedures, a
round-robin study was initiated in 1964. Due to several
difficulties, a brochure was not published until 1973. The
important points are that:

(1) the arc image has certain advantages: supply of energy
in a form independent of the test sample's environment;
environment can be controlled over a wide range of
pressure; evolved gas may be analyzed; energy flux is
easily controlled and reproducible over a wide range;
sample may be continuously observed by means of a
transparent cell; and limitations (radiation penetration
and cold, chemically-inert atmosphere are not typical
of rocket motor ignition).

(2) the report suggests suitable factors in apparatus design
(maximum transmission of energy, accuracy of positioning
of test sample, ease of flushing out combustion products,
etc.), experimental procedure (ignition criterion, time
delay measurement, calibration of focal volume, etc.)
and data reduction (statistical treatment for each
ignition criterion).

- --- --.. ---- -~ -- - - - -
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(3) the difficulty in relating arc image ignition test data
to ignition in solid propellant powe-ed devices (radia-
tion absorption, heterogeneo", optical properties and
effect of cold atmospherel is discussed.

Even though no standard test procedures are recommended, this
brochure helps to systemize radiant ignition experimentation.

A number of papers were published dealing more with specific
effects of the radiation/propellant interaction than with furnish-
ing further ignition data. Bastress 6 6 - 6 7 made progress in this
direction. Measurements of cut propellant reflectivities in the
arc image wavelength range indicated that at least the AP composite
propellant surface is, to a good approximation, a diffuse reflector.
Ignition delay results were shown to be independent of the wave-
length. Additional values for propellant reflectivity were given
by Sutton and Wellings, 6 8 who also discuss the use of opacifiers
at the surface of the strand to concentrate in a thin layer the
absorption ?f radiation. Absorption in depth was also considersd
at SRI. 2 9 ,69 Further comments were given by Fleming and Derr. 7 u
Unfortunately, radiation scattering has been generally neglected
and, therefore, the results are strongly suspect. For example,
the data collected at SRI were obtained from experiments per-
formed on pressed samples so that the unusually large values of
absorption coefficient measured are very likely due to scattering.
Other peculiar effects, such as bubbling of the binder or quicker
vaporization of the binder as compared with AP, have also been
observed71- 7 2 in radiative ignition tests. For a critical review
of these and other unique factors, the reader is referred to
Ohlemiller and Summerfield (see pp. 6-10 of Ref. 8a).

Other papers 7 3 - 7 5 distilled unifying concepts from the large
amount of experimental data which were being collected. Ander-
son 7 3 at UTC offered an interpretation of the data in terms of
his heterogeneous phase ignition theory. Baer and Ryan 3 6 gave
an approximate model for the ignition response of a solid pro-
pellant in the framework of solid phase theory. A comprehensive
critical analysis of the arc image as a radiative source for
ignition tests was offered by Summerfield and Ohlemiller 7 5 in
1968.

In an effort to overcome the difficulties inherent in the
use of the arc image, a laser ignition apparatus was developed
at Princeton University. The laser radiation, being collimated
and monochromatic, allows a much simpler interpretation of the
results. The first results obtained in the laser ignition appa-
ratus were for tests of polymeric materials in an oxidizing
atmosphere. Reference 8 also contains a complete description of
the experimental apparatus used in this study. Several effects
peculiar to ignition experiments performed with the laser source
were investigated at Princeton in a series of works 7 6 - 7 9 and are
partly discussed in this report.

I
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Further papers concerning wholly or partly radiative ignition
research, both from experimental and theoretical points of view,
are given in Refs. 80-89. The relevant details of the experi-
mental works are discussed and summarized in Chapter 2.

1.4 Subjects Treated

Ignition characteristics of several classes of solid propel-
lants ignited by radiative heating differ markedly depending not
only on the differences in their chemical reactions but also on
the radiative ignition device. This study summarizes the ignition
Lasponses of several propellants and offers interpretations of
certain radiative ignition characteristics and the effects of
various propellant additives on the ignition events. As new
propellants and new propellant ingredients arise, their ignition
characteristics are of interest. Although the ignition data
are useful in themselves, the main purpose of our radiative
ignition experiments was to elucidate the mechanism of ignition
and combustion in terms of the gas phase, surface, and condensed
phase processes and not to provide a direct means of rating
propellant ignitability for particular applications. Indeed, we
show that relating radiative ignition data to the convective and
conductive conditions prevalent in most applications is question-
able because of: (1) distorting effects of solid propellant
transparency and reflectivity, (2) slow chemical kinetics in
the cool gases near the surface, (3) combustion dynamics during
the stop-radiation interval, and (4) spatial distribution of
impinging radiation.

This work goes beyond a previous analysis75 of radiative
ignition (which covered in-depth radiation penetration and cool
gas phase considerations) since the effects of spatial and time
distributions of radiation and radiation sources are treated as
well. Also, our recent theory7 7 of extinguishment following rapid
deradiation (i.e., removal of the radiant flux from the propellant
surface) is applied to propellants in this work by relating the
flame dynamics following deradiation to the global combustion
characteristics.

In previous studies, ignition maps with complex boundaries
have stimulated discussion and analyses of the underlying combus-
tion mechanisms. For example, Price and co-workers 2 8 developed

ignition maps which showed interactions between condensed phase
reactions, gas phase reactions, free convection, and dilution of
the flame zone by chamber gases. Also, Lenchitz and co-workers 8 7

discovered several difficult to explain ignition trends during
their examination of thin nitrocellulose films. In the spirit
of this work, complex interactions of the ignition trends azc
welcomed because they are often useful in deducing informati.,n
about the ignition and transient burning processes.
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Particular attention has been given to the phenomena of
dynamic extinction, since it encompasses several problems of
heterogeneous flame theory. As such, the dynamic extinction
might provide an easy and meaningful way of testing the stability
properties of a propellant when subjected to disturbances. This
idea has already been suggested by Mihlfeith and is more fully
discussed in this report. To show peculiarities of radiative-
controlled c.ombustion versus pressure-controlled combustion,
computer simnulated tests were performed. This required the
numerical integration of a parabolic partial differential equa-
tion (PDE). In the computer simulated tests it was noted that,
in a transient, the propellant is able to burn even beyond the
static stability line as defined by Zeldovich or by other intrin-
sic stability analyses. This fact generated further interest
in the dynamics of heterogeneous flames. It is shown that the
use of a static stability boundary is not only wrong in principle
but also might give a bad approximation of the actual dynamic
stability boundary. A method is offered for evaluating separately
both the static and the dynamic stability boundaries in conditions
of nonlinear behavior. The quasi-steady assumption has been
required for all analytical and numerical treatments. The gran-
ular diffusion flame (GDF) theory, in its quasi-steady version
known as (MTS) Merkle-Turk-Summerfield flame model, 9 0 has been
adopted as a gas phase model and has been extended to the dera-
diation situation. Theoretical results, both analytical and
numerical, are given mostly for the specific case of an AP-based
composite propellant. The MTS flame model can, however, be
specialized to DB propellants, as shown by Merkle (see Ref. 90b).

A critical review of the quasi-steady assumption has been
offered by Krier and Summerfield. 9 1 A critical analysis of de-
radiation tests will be offered in Chapter 2 of this work. The
reader is assumed to be familiar with the Zeldovich analysis of
unsteady heterogeneous flames as presented in Ref. 92. Such
familiarity will aid in appreciating the utility of gas phaseF models when dealing with complex aspects of unsteady combustion.

All of the above theoretical results have been found within
the context of the simplifying assumptions that the distribution
of radiant flux in the condensed phase can be described by Beer's
law. This is generally untrue, as already mentioned. Therefore,
a background in radiation scattering is offered in Appendix B
of this work. It will be shown how to account for this effect
in the mathematical model and some results will be given.

1.5 Objectives and Plan of Presentation

In the experimental part of this study a general character-
ization of the radiative ignition process will be sought. The
following are specific objectives:
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1. characterization of solid propellant radiative ignition
trends through systematic experimental testing (see
Table 1 and 2) in various operating conditions;

2. characterization of radiative energy source through a
comparison of arc image versus laser (see §3.1 and 4.6);

3. ascertaining the relevance of radiative ignition research
to actual rocket motor configuration;

4. deduction of a generalized radiative ignition mapaccounting for the wide variety of phenomena experi-
mentally observed (see §5.2).

In the theoretical part of this study a deeper understanding
of dynamic burning will be sought. The following are specific
objectives:

1. definition of a nonlinear static stability boundary
(see §8.2);

2. definition of a nonlinear dynamic stability boundary
(see §8.3);

3. comparison of dynamic extinction due to depressuriza-
tion with dynamic extinction due to deradiation;

4. review of previous works on radiation driven response
function as a tool for studying linearized instability
of solid propellant combustion (see Chapter 7).

The overall plan of presentation is the following. A
critical review of radiative ignition experimental work (Chapter
2) introduces the reader to the experimental part of this inves-
tigation (apparatus is described in Chapter 3, results are given
in Chapter 4, and discussions are offered in Chapter 5). A back-
ground on unsteady combustion of solid propellants (Chapter 6)
introduces the reader to the theoretical part of this investigation.
The linearized approach is discussed in Chapter 7 andthe nonlinear
approach is presented in Chapter 8. Results by numerical integra-
tion of the governing equations are shown in Chapter 9. A sum-
mary of major observations, conclusions and suggestions for
future work are given in Chapter 10. Finally, some problems
associated with radiation interaction with the condensed phase
are discussed in Appendices A and B. The propellants used in
experimental tests are listed in Table 1. The experiments per-
formed are summarized in Table 2. Some details of the experiments
in the radiative ignition area performed by previous investigators,
including some Soviet, are discussed in the next chapter and are
summarized in Table 3.
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CHAPTER 2

CRITICAL REVIEW OF RADIATIVE IGNITION EXPERIMENTAL WORK

This chapter is a review of the results obtained in experi-
mental investigations specifically dedicated to radiative igni-
tion. An historical background on the overall question of radi-
ative ignition research has been given in §1.3. The experimental
details of the papers mentioned in this chapter are summarized
in Table 3.

In §2.1 the results obtained testing solid propellant at
low (up to about 15 cal/cm2 -sec) radiant flux are discussed.
The results obtained with a strong (up to about 150 cal/cm2 -sec)
radiant flux are discussed in §2.2 (arc image furnace) and in
§2.3 (laser furnace). Finally, some comments about the organ-
ization of Table 3 are given in §2.4.

2.1 Experimental Results at Low Radiant Flux

This section discusses results obtained using several types
of radiation heat sources. They have in common only the fact
that the level of the incident radiant fluxes is less than about
15 cal/cm2 -sec. This is an arbitrary but useful distinction.
Indeed, virtually all of the experimental investigating performed
prior to the advent of arc image and laser ignition apparatus
fall in this category of "low radiant flux" tests. Researchers
resorted to many of the possible means to obtain radiative energy
sources, but several of these early works are simply out of date
in view of the current level of sophistication.

58The experiments by Anderson and Shook already mentioned
in §1.3 have only historical interest. The use of sunlight is
too uncontrollable for scientific purposes. Some experiments
by Altman and Nichols (p. 2 of Ref. 80), although rough, first
tested whether in the wavelength range from 0.18 to 0.58 u (UV to
orange light) the radiation effect is purely thermal. This was
checked by testing disks of ammonium nitrate (AN) based composite
propellants in a 50 lb thrust motor started by gasless igniters
containing metallic constituents. The considerable radiation
emission of the igniting mixture in the UV was suspected as a
possible source of photo-chemical activation, but no evidence
could be found in support of this hypothesis.

The first radiative furnace purposely designed for testing
solid propellant ignition trends is the black-body type of radia-
tor developed by Baer and Ryan of the University of Utah and
used extensively both in this country 2 6 , 6 0 -62,84 and the Soviet
Union. 9 3 - 9 5 Although much less flexible than the arc image and
the laser apparatus, this electrical furnace was used with
excellent results by Baer and Ryan in particular.
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The first systematic analysis of solid propellant radiative
ignition was started at the University of Utah in 1957 as a part
of a broader program on combustion transients of solid rocket
propellants. Results, partially published in Refs. 60-61, are
summarized in Ref. 62. The radiative source was a black body
type of radiator energized by electrically heating the furnace
core. The level of the radiant flux could be changed by varying
the current to the heating element. Four composite propellants
were tested: three containing AP with different polymeric binders
and one containing AN. Pressure (0.2 - 11 atm), type of pressur-
izing gas (air, nitrogen, or oxygen), and initial sample tempera-
ture (-60 to +60 C) were the basic variables whose effects were
checked. These and other experimental details are summarized in
Table 3. This type of experiment is relatively unsophisticated
compared to succeeding works. For example, the radiant flux
intensity was evaluated by means of the Stefan-Boltzmann law
once the furnace temperature had been measured with a thermo-
couple; the optical properties were only roughly approximated.
The low intensity of the radiant flux (< 15 cal/cmZ-sec) result-
ed in relatively long exposure times, i~e., several seconds are
required for ignition. Subsequently, pressure effects on ignition
were observed only in few tests at sub-atmospheric pressure. The
ignition criterion was the appearance of first light emission as
detected by a photocell. This method often led to erroneous
interpretation of ignition results (see §2.2). Probably this
error did not occur because low radiant flux intensities produced
non-pressure-sensitive ignitions. The conclusions reached by
Baer and Ryan are therefore in agreement with succeeding works.
Within the experimental range of their investigations, they
established that:

1. change of binder has no noticeable affect on AP
propellant radiative ignition;

2. the nature of the pressurizing gas has no affect on
AP propellant radiative ignition (this is true only
as far as the flame appearance is concerned);

3. pressure dependence is observed only at sub-atmospheric
pressure;

4. ignition temperature does not depend on the initial
temperature of the strand;

5. AN propellants are more difficult to ignite than AP
propellants.

This early work, although relatively unrefined, is basically
correct. It is noteworthy that so many correct predictions
could be reached in such a simple experimental apparatus.

I
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In a 1965 paper, Baer and Ryan26 presented a more complete
account of their work. The beneficial effects of carbon black
and burning rate catalyst addition to the tested propellants was
experimentally verified. However, no major experimental result
was given besides those listed above. The authors themselves
recognized

"Although the high pressure, high convective heat
flux data of Baer, Ryan and Salt (Ref. 61] are reason-
ably consistent with the results of the low flux igni-
tion tests, most data obtained by use of the high
radiant fluxes of arc image furnaces [Ref. 63a]
show 3ignificant differences, particularly with
r•rspect to the effect of pressure. Thus, the
simple model for low flux ignition probably repre-
sents a special case of the general ignition pro-
cesses." (p. 888 of Ref. 26)

The question of the convective vs radiative ignition results will
be dealt with in more detail in Chapter 5.

The few results concerning radiative ignition reported by
Soviet investigators 9 3 "9 5 have been obtained in somewhat similar
furnaces. The black body type of radiative source was a graphite
plate electrically heated. The purpose of the experiment was not
to rate propellant ignitability but rather to check the model
based on a solid phase thermal theory proposed by Koval'skii 3 3

for solid propellant ignition. The testing was restricted to
DB propellants and only a limited amount of data was generated.
Some of the available experimental details are summarized in
Table 3 (entries 1 - 6).

This area of experimental research at low radiant fluxes
shows valid propellant ignition trends. However, there are
several limitations on these experiments and their results. The
level of the energy flux (< 15 cal/cm2 -sec) is not comparable to
that observed in actual igniters (usually greater than 50 cal/
cm4-sec). Moreover, the experimental apparatus does not allow
refined tests useful for basic understanding of heterogeneous
flame processes (see Chapter 5). Finally, most of the experi-
mental parameters are poorly known and controlled.

2.2 Experimental Results in the Arc Image Ignition Apparatus

The first experimental data with "high" radiation fluxes
(order of 100 cal/cm2 -sec) were obtained by Beyer and Fishman
(see Ref. 63a) at SRI by using a carbon arc image ignition appa-
ratus. Two composite propellants, respectively containing AP
and AN as oxidizer, were tested up to 75 cal/cm2 -sec in the range
0.006 - 35 atm of a controlled 0 2 /N 2 mixture. The time delay
to first light emission was measured by a photocell, but the
ignition was considered to occur on a go/no-go basis (see below

. . . . . . .



LI

-14-

for discussion of the go/no-go criterion). An inconvenience of
this SRI experimental study is the time dependence of the radiant
pulse, which is approximately one-half a sine wave; this implies
nonuniform intensity in time of the radiant flux and, therefore,
lessened the possibility of dynamic extinction. The facts as-
certained in the above study are:

I 1. a distinction was made between a self-sustained and a
radiation-sustained flame (boundary at 0.06 atm N2
for AP/PS type of propellant);

2. a pressure dependence for the self-sustained flame was
observed (starting at about 5 atm N2 for AP/PS type
"of propellant);

3. a requirement of a minimum amount of energy for self-
sustained flame was found (1 cal/cm2 for AP/PS type
of propellant at 1 atm N2 );

4. a solid phase ignition mechanism is the controlling
factor at high pressure (above 5 atm N2 for AP/PS
type of propellant);

5. ignition energy decreases with increase of initial
temperature of the propellant;

6. there is an ignition-accelerating effect of the 02
presence since it decreases ignition energy at atmo-
spheric pressure;

7. delay times between the end of the exposure pulse and
ignition from 50 to 100 msec and surface temperatures
at ignition of 200 - 250 C were measured at atmospheric
pressure for AP/PS type of propellant. (This relatively
low value of the ignition surface temperature might
depend on the measurement technique.)

Further work at SRI is summarized in Ref. 63b. Among the improve-
ments realized in the experimental procedure, a trapezoidal
radiant pulse was used instead of the original sinusoidal pulse.
A large amount of data was provided, but only a few new conclu-
sions were reached:

1. the minimum pressure for self-sustained flame depends
on the nature of the binder;

2. domains (large pressure and/or low radiant flux inten-
sity) which appear to be controlled by a solid phase
ignition mechanism are described by a qtraight line of
slope -2 in an (log Io) vs (log t) plot, except when
transparency effects are appreciable.

-L ~"-- ~ -=---"-a-'
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For other details see Table 3. The main theme of this SRI re-
port consisted of attempts to relate ignitability to steady-
state burning rate of propellants and has not been proved cor-
rect.

27
Price, et al, in 1963, tested a JPN type of DB propellant

in a carbon arc image furnace in the range of pressures from
about 1 to 15 atm. The ambient gases were N2, He, or air.
The ignition criterion was the go/no-go method. For further
experimental details consult Table 3. Among other things, Price
recorded the weight loss of a series of samples exposed for vary-
ing lengths of time to the arc image radiation. On the basis of
the results obtained, he first gave evidence of the:

1. existence of steady gasification processes sustained by
radiation at the surface of the strand prior to ignition;

2. existence of different regimes of ignition according to
the level of the incident radiant flux;

3. dependence of the gas phase regime (in which energy
liberated in the gas phase is necessary to sustained
combustion) on the nature and state of the environmental
atmosphere.

In a subsequent paper, Price, et a1 2 8 confirmed the above
findings concerning DB propellants and, moreover, presented
further experimental results concerning AP-based composite pro-
pellants. Evidence was given for the following:

1. at low heating rates the solid phase decomposition of
AP is the limiting mechanism for ignition;

2. lowering the ambient pressure (e.g., toward 1 atm) or
increasing the radiant flux (e.g., above 40 cal/cm2 -
sec) shifts the ignition process from the condensed
phase toward a gas phase reaction controlled regime;

3. carbon powder or catalyst addition may strongly decrease
the minimum amount of energy required for ignition;

4. a fine particle size of AP crystals reduces the minimum
amount of energy required for ignition, if no additive
is present.

For further experimental details consult Table 3.

The arc-image results discussed above lead to an excellent
body of data, and virtually no new experimental findings of major
significance were reported after these works in the area of
solid propellant ignition by arc image radiation.
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Price'28 also clearly discussed the question as to the
experimental definition of ignition.

"A series of samples is tested as near to the ig-
nition time as possible, and the exposure time
leading to a 50-50 probability of ignition is
determined. This go/no-go criterion for igni-
tion does not depend on detection of self-
luminosity of the test sample nor on assumptions
regarding the relevance of self-luminosity to
a state of ignitedness." (p. 8 of Ref. 27)

Although subsequently proposed as a standard method (see Ref.
64a) for determining ignition, the go/no-go criterion has not
always been adopted and this is the reason for a great deal of
confusion in the field. Indeed, even at sub-atmospheric pressure

"Results of those facilities using light detection
methods agreed among themselves and showed no

pressure effects, while go/no-go test results
agreed relatively well but did demonstrate con-
siderable influence of pressure." (p. 16 of Ref. 74)

The reason for this will be clear after reading Chapters 5 and
6. For the time being, the suggestion of Price that ignition has
to be experimentally detected through a go/no-go criterion is
accepted.

Extensive experimental investigations were performwd at
SRI, 7 4 , 8 5 at UTC, 7 1 - 7 3 , 7 9 at NWC, 8 at A. D. Little, 6 6',6 and
at BRL. 8 7 The details of these experiments are summarized in
Table 3 (entries 7-23). Consistent trends can be found from
this literature:

1. a solid phase mechanism dominates when the pressure
is large and/or the radiant flux low;

2. a gas phase mechanism dominates when the pressure is
low and/or the radiant flux large;

3. the gas phase regime is affected by the nature, the
pressure, and the fluid dynamics of the ambient gas;

4. addition of opacifiers at the propellant surface is
effective in decreasing the minimum energy required
for sustained ignition;

5. DB and AP based composite propellants show similar
behavior but for different values of pressure and
radiant flux;
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6. the first appearance of luminosity is independent of
pressure and does not imply that sustained ignition
will follow;

7. steady radiation-induced gasification occurs in the
region of nonsustained ignition.

It will be shown in this study (see Chapter 4) that similar
t.:ends are observed when propellants are tested in the laser
icnition apparatus. In addition, laser ignition tests can pro-
duL- the dynamic extinction phenomenon observed for noncatalyzed
DB tvsted in an inert ambient atmosphere.

Notice, finally, that today the arc image ignition apparatus
is by far the most widely used radiative source not only in
research programs but also for practical applications. Indeed,

"A common use of the arc image furnace is to determine
the ignition energy requirements of a propellant or
pellet sample (usually 3/8 inch diameter) under con-
ditions of various heat flux levels, pressure, environ-
mental gases, propellant surface conditions, aging,
and initial temperature." (p. 12 of Ref. 96)

Moreoever, use has been made of

"An arc ignition system to provide multiple
ignition of solid propellant grains." (p. 1 of Ref. 97)

in an actual rocket regime.

However, it has already been mentioned (see §1.4) that
rating of propellant ignitability by radiative energy devices
is questionable. On the other hand, radiative ignition tools
are particularly apt for obtaining a deeper understanding of the
basic phenomena connected with unsteady heterogeneous flames.
From this point of view, the laser ignition apparatus offers
substantial improvements (the improvements are indicated in
§3.1) with respect to other radiative sources. In conclusion,
it is felt that the use of the arc image device should be restrict-
ed in the future to those practical situations where a simple
panchromatic and non-collimated but relatively controllable
and powerful energy source can be tolerated.

2.3 Experimental Results in the Laser Ignition Apparatus

Most of the laser ignition work has been performed at Prince-
ton University. Kondrikov (see Ref. 76a), in 1970, proved that a
catalyzed DB propellant (N5 composition) tested in an inert atmo-
sphere shows the same qualitative ignition characteristics in the
arc image and laser ignition apparatus. Ohlemiller (see Ref. 76b)
proved that this is not so for a non-catalyzed DB propellant (NG
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composition). The dynamic extinction phenomenon found in the
latter case, although initially surprising, has been confirmed
by a large body of experimental evidence 7 7-79 and has been theo-
retically explained in the framework of the Zeldovich theory. 7 7

Some details of the experimental work completed to date in the
laser ignition apparatus are summarized in Table 3 (entries.24-27).

However, the results mentioned above are limited to a few
representative propellants and operating conditions. This study
is directed at solving specific problems associated with the
radiative ignition experiments performed in the laser apparatusby offering a systematic analysis of ignition trends of several

classes of solid propellants. One of the main questions which
still needs to be answered is the following: how do the results
obtained in the laser ignition apparatus compare to those obtain-
ed in the arc ignition apparatus? This question is fully treated
in Chapter 4. Moreover, new experimental facts (see §4.4) con-
cerning dynamic extinction and its theoretical interpretation
(see Chapters 8 and 9) in terms of the MTS flame model are given.
Likewise, the unique aspects connected with the use of the laser
as a radiative energy source are treated in §4.7. Some details
of the experimental work done in this investigation are summar-
ized in Table 3. Further details are given in Tables 1, 2, 4,
and 5.

2.4 Summary of the Results Obtained from Radiative Ignition
Experiments

Some of the details of the experimental works previously
mentioned and of other papers directly or partly connected with
radiative ignition experiments are summarized in Table 3. The
papers have been listed in order of time of publication for each
category: low radiant flux (entries 1 - 6), arc image (entries
7 - 23), and laser source (entries 24 - 27). The nature of the
radiation source and its power output characteristics have been
indicated. The criterion adopted for deciding about the occur-
rence of ignition is given, since different results are expected
from different criteria. The type of history of the radiative
energy stimulus and/or the type of shutters are listed, since
they are important in data comparisons and in the occurrence or
non-occurrence of dynamic extinction. The nature of the propel-
lants tested, the operating pressure, and the nature of the ambi-
ent atmosphere are the basic factors affecting the ignition
experiments. It is considered useful to know which parameters
have been varied during each experimental investigation. Finally,
a concise summary of the main experimental results is given and
the purpose of the research is specified.

The above information was not always explicitly stated in
the original papers. Therefore, sometimes it is either missing
in the table or has been inferred from other sources. Except
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the work by Ohlemiller and Summerfield 8 in 1969, reporting for the
first time a systematic analysis of ignition trends (of polymeric
fuels in oxidizing atmosphere) as observed in the laser-ignition
apparatus, only papers dealing with solid propellants have been
listed.

I
II
1

1

2 I
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CHAPTER 3

EXPERIMENTAL APPARATUS AND PROCEDURE

In this chapter, the experimental apparatus used in thepresent investigation is only briefl described, since it was
fully discussed in previous reports.° Likewise, the experimental
procedure is only briefly described. Tables are given of the
experiments performed and of the solid propellants tested.

3.1 Description of Experimental Apparatus

The two radiative sources used in the study are an arc image
furnace and a C02 laser. Similar arc image ignition apparatus
have been described in detail in Refs. 63, 73, and 83, for example.
Its schematic diagram is depicted in Fig. 2a. A xenon lamp pro-
vides the arc whose image is focused at the surface of the pro-
pellant sample. The average intensity of the radiant flux on the
target is not larger than 120 cal/cm2-sec and is controlled in a
discontinuous manner by inserting attenuation screens (stainless
steel mesh) into the optical path. A typical illumination profile
along a diameter of the sample is also depicted in Fig. 2b. Itshows a decrease of abouu 15% of radiant flux intensity from the
peak value at the periphery of the sample. For data concerning
the spatial structure of the arc beam, see Ref. 98. The holder
of the sample is designed so that no side exposure to radiation
is allowed. The fast action shutters are the same shutters as
those used in the laser ignition apparatus.

The laser ignition apparatus has been described in detail
in Ref. 8. Its schematic diagram is depicted in Fig. 3a. The
CO2 laser tube provides a continuous emission at 10.6p with a
maximum average radiant flux intensity on the propellant sample
of 100 cal/cmi-sec. Continuous control of the radiant flux
intensity is obtained by varying the regulated discharge current
through the plasma tube. The spatial nonuniformity of the radiant
beam depends on the oscillating modes of the laser optical
cavity and on the subsequent optical system. Intensity fluctua-
tions of 20% on either side of the average value have been
detected at the target surface. However, the spacing and sharp-
ness of the beam nonuniformities (see Fig. 3b) are so small that
conductive processes in the sample solid phase are expected to
appreciably smooth the peaks of radiant flux in a fraction of
the typical ignition delay time. For details concerning the
spatial structure of the laser beam, see p. 41 of Ref. 8a and
also §4.7 of this work. In any event, it is worthwhile to note
that to obtain the maximum power output the laser must be run
in a multi-mode configuration yielding a nonuniform flux distri-
bution; the subsequent optical system improves this somewhat.
This also is shown in Fig. 3b. The spot size at the propellant
surface is about 2.5 x 2.5 mm and (usually) no side exposure to
the perpenticularly impinging radiation is possible because the
sides of the sample are nearly parallel to the laser beam.
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The laser is, generally speaking, far superior to the arc as
a radiative source for ignition tests. The laser beam is spectral-
ly monochromatic and geometrically collimated; its intensity can
be controlled with continuity. In principle, any power output
requested for combustion experiments may be provided and, moreover,
one has the choice of t-he most convenient wavelength (by changing
the laser source). Again, the reader may consult the work by
Ohlemiller (see Ref. 8a) for full discussions on this matter. The
basic difference in the spectral emissions between the xenon arc
lamp (polychromatic) and the CO2 laser (monochromatic) is shown in
Fig. 4.

In most experiments to be discussed, both in the laser and
arc image ignition apparatus, a standard sample geometry was used.
This was a cylinder approximately 2.6 mm in diameter and 10 nm long.
The reason behind this choice is explained on p. 34 of Ref. 8a;
the reader might wish to consult Ref. 99, also. (Some tests were
conducted with larger diamter samples to investigate flame spread-
ing away from the heated region.) The sample surface was complete-
ly illuminated by the arc image radiant beam but not totally
covered by the laser radiant beam. The duration and rate of ter-
mination of the radiant pulse are controlled by two high speed,
iris-type shutters, which operate within less than 1 msec. The
speed of the shutter system is known to be a very important param-
eter from previous studies of the Princeton group. 7 7

3.2 Description of Experimental Procedure

It follows from discussions of previous chapters (§2.2) and
from literature review that the appropriate experimental method
for rating the ignitability of propellants is the go/no-go type
of test rather than the detection of a flame during the continuous
radiation type of test, since the appearance of the incipient flame
(as indicated by IR, photo detectors, or high-speed movies) is
often only a step in the overall ignition transient. The point-
by-point nature of the go/no-go data are illustrated on Fig. 5
and figures in subsequent chapters. A statistical treatment was
not applied to the data. Uncertainties concerning a boundary
were reduced by conducting additional tests in the vicinity of
the boundary. A typical boundary is defined with some tens of
tests; double or triple additional tests might be required for
defining boundaries with complex shapes. The results are plotted
as the log of radiative heating time vs log of intensity of the
incident radiant flux (i.e., intensity before beam is attenuated
by scattering and absorption in a smoke layer, reflection from
surface, etc.). To permit direct comparisons, all of the results
are plotted on the same grid.

Most of the propellants considered were tested in both of
the ignition apparatus at 5, 11, and 21 atm (either air or N2 )
and at radiant flux intensities up to 100 cal/cm2 -sec. The re-
sponse of the propellant to the radiant pulse is observed both in
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terms of a global result of ignition/no ignition and in terms of
detailed processes of gasification, incipient flame, and well-
developed flame. For selected tests, high-speed (1000 frames
sec) shadowgraph and color movies aere used to record the igni-
tion sequence.

The surfaces of the propellants were freshly cut with a
razor blade a few minutes before the test. The solid propellants
for which ignition maps were obtained are listed in Table 1. They
include both nitrate ester and AP-based composite propellants.
(For a detailed description of propellants #5 through #10, see
Ref. 100). Propellants #9 and #10 are referred to as catalyzed
DB propellants since they contain lead and copper salts that pro-
duce increased burning rates.100 A summary of the experimental
tests performed is given in Table 2.

A complete interpretation of the ignition trends requires
detailed studies of the radiation properties of each propellant.
In general, all of the propellants are relatively opaque to the
10.64 radiation from the laser. The fraction of the polychromatic
arc image radiation that is transmitted below the propellant sur-
face is very dependent on composition and particulate additives
such as carbon and metal fuel. An extensive study (see §4.1.1)
of the radiation properties of the propellants listed in Table 1
is being completed and some of the results are shown in Table 4.

Overall IR emissions from the propellant surface region were
observed during continuous irradiation ignition experiments
carried out in the laser apparatus for the same experimental
parameters as used for the go/no-go type of experiments. For each
test, two times were noted during the ignition transient: (1)
the time at which the IR detector senses a first faint emission
of radiation (somewhere near the surface), and (2) the time at
which a given (specified below) level of IR emission is reached
due to strong surface gasification and combustion reactions. The
IR detector is a resistive type of photoconductor made of gold-
doped germanium as the semi-conducting material. The IR detector
is positioned so that it detects radiation from the surface
region through an optical path consisting of two IRTRAN 2 windows
and a front surface aluminum-coated mirror. As shown in Fig. 4,
the spectral range of the overall IR detector system encompasses
the range of wavelengths emitted by the surface, even at relative-
ly low temperatures, but it responds very weakly to the 10.6p
emission of the laser. In order to evaluate the rapidity and the
intensity of the flame development during the ignition transient,
a reference level of IR emission producing a response of 20 mV
from the IR detector was arbitrarily chosen. This value is usual-
ly achieved by all of the propellants tested during the present
investigation. It corresponds to an early stage of the flame
development for the AP-based composite propellants, but to a late
stage for the noncatalyzed DB propellants; the catalyzed DB pro-
pellants range in the middle.

A • .• I
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CHAPTER 4

EXPERIMENTAL RESUL'TS

Results concerning ignition of a number of solid propellants
tested both in the arc image ignition apparatus and in the laser
ignition apparatus are presented. For a general discussion of
these results read Chapter 5. An "ignition map" is introduced
there accounting for all experimental observations made in thischapter.

4.1 Comparisons Between Propellant Classes

Since the objective of this section is to present data from
a wide variety of propellants and test conditions, the detailed
comparisons require that the reader make repeated references to
the figures. Some of the observations are repeated in the next
sections for the sake of clarity.

4.1.1 Relative Ignitability in the Arc Image Ignition Apparatus

A comparison of the relative ignitability (under arc
image heating) of the several propellant classes is given in Fig.
5. Under the 21 atm N2 criditions shown in Fig. 5, the ignition
limits are straight lines over the indicated range of heat fluxes.
At lower pressures (e.g., 5 atm), the limit lines are not straight
and a direct comparison of the propellants would be more difficult.
The results in Fig. 5 show that the HMX/PU propellants are the
most resistant to ignition. The next most resistant propellants
are the AP composite propellants. The opacified NC double-base
propellants (i.e., propellants containing particulate carbon) are
clearly the easiest to ignite. These trends are consistent with
the burning surface temperatures of the three propellant types
(i.e., 260 to 340 C for NC, 1 0 0  700 to 800 (ý for AP composite,I01
and 1050 C for HMX composite1 02 ) and with th ir optical properties
(surface reflectivity and volumetric absorption) as measured in Ref.
103. The ignition trends could not be correlated with the tempera-
ture of runaway exothermic reactions as measured in slow decom-
position experiments, such as DTA and DSC. Data from such experi-
ments are apparently not indicative of the high-temperature decom-
position processes that occur at the propellant surface during
rapid ignition; the slow heating rate in the DTA and DSC is not
comparable to the fast energy input due to the radiative source
during an ignition transient. Such differences in heating rate
can shift the relative orders of'the exothermic reactions.

A list of the high pressure (> 21 atm of N2 ) ignition bound-
ary sloFes obtained in the laser a~d in the arc image ignition
apparatus is given in Table 4.
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4.1.2 AP Composite Propellants

In order to deduce information concerning the combustion
processes of the propellant classes, several ignition experiments
were performed under various testing conditions. The results
concerning AP-based composite propellants are shown in Fig. 6
(laser heating) and in Fig. 7 (arc image heating). In the laser
ignition apparatus (Fig. 6) no pressure dependence is discernible
in the range from 5 to 21 atm of N2 or air. Moreoever, with the
laser, neither the addition of 1% carbon (propellant #2) nor
the simultaneous change of AP particle granularity and mixture
ratio (propellant #3) appreciably affect the ignitability of the
AP composite propellants. Likewise, the very fuel-rich propellant
#4 has ignition times comparable to the conventional AP composite
propellant #1, #2 and #3 when tested in the laser ignition appa-
ratus in the range from 5 to 21 atm of N2 or air. The value of
the slope (-2) indicates that penetration of radiation bblow thesurface is negligible. Thus, in the tested conditions, boron

appears to act as an inert opacifier with no major effect on the
ignition behavior of the propellant. In the arc image ignition
apparatus (Fig. 7), in the range 5 to 21 atm of N2, no pressure
dependence is discernible, but the influence of carbon addition
in reducing the minimum exposure time to radiation required for
obtaining a self-sustaining flame is marked in the whole range
of radiant flux intensity. Again the slope -2 of the ignition
boundary for propellant #4 in the range from 11 to 21 atm of N2
indicates that boron acts as an efficient inert opacifier. From
all this it is inferred that in the range of investigation, AP
composite propellant ignition with the arc is essentially con-
trolled by radiation penetration below the propellant surface.
However, it is expected (and it has been confirmed by some
experiments at 1.3 and 2 atm of N2 in the laser ignition appa-
ratus for propellants #1 and #4) that lowering the pressure of
N2 in the combustion chamber will make the ignition data pres-
sure dependent.

4.1.3 DB Catalyzed Propellants

The results concerning catalyzed DB propellants #9 and
#10, both tested in the laser ignition apparatus, are shown in
Fig. 8. For both propellants, the pressure dependence of the
ignition data in the range 5 to 21 atm of N2 is increased when
the pressure is lowered (toward 5 atm) and/or when the radiant
flux intensity is increased (toward 100 cal/cm2 -sec). The
slightly different slope of the high pressure boundary may depend
on the radiation penetration below the propellant surface.
Later, other results will prove that this type of behavior does
not depend on the specific ignition apparatus used for the
experiments. More detailed comments about the effect of catalyst
are given in §4.2.

\J
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4.1.4 Noncatalyzed DB Propellants

The results concerning noncatalyzed D5 propellants #5
and #6 tested in the laser ignition apparatus are shown in Fig. 9.
For both propellants at 21 atm of N2, ignition data show no
pressure dependence but the different slope of the two straight
lines (-2 for propellant #5 and -1.54 for propellant #6) again
indicates the influence of the radiation penetration below thepropellant surface. However, differently from all other cases
examined so far, the flame that developes fully and persists as
long as the radiation continues (overdriving the burning rate)
is extinguished by rapid removal of the laser radiant beam (de-
radiation time was approximately 0.001 sec for the experiments
of Fig. 9). This new phenomenon is denoted as "dynamic extinction"and has been dealt with in detail in previous works. 7 7 - 7 8 Here,
the following facts are recalled:

1. evidence has been offered of the existence of a self-
sustaining flame in the ignition corridor limited by
the ignition boundary on one hand and by the dynamic
extinction boundary on the other hand (see Fig. 9).

2. the dynamic extinction boundary shifts toward the right,
i.e., the width of the ignition corridor increases if
the pressure of N2 in the combustion chamber is increased.

3. increasing the deradiation time, i.e., the actuation
time of the closing shutter, makes the dynamic extinction
boundary shift toward the right until it eventually dis-
appears.

Further boundaries shown in Fig. 9 and attributed to 3-D effects
will be discussed later. The results concerning noncatalyzed DB
propellant #6 tested in the arc image ignition apparatus in the
range 5 to 21 atm of N2 are shown in a subsequent figure. Now,
dynamic extinction is no longer observed and, again, no ignition
is found at 5 atm of N2. More detailed comments are given in
§4.2.

4.1.5 HMX Propellants

The results obtained from tests on HMX/PU propellants
(which are known to be resistant to ignition) in the arc image
ignition apparatus are shown in Fig. 10. In an N2 atmosphere,
propellants f11 and #13 at 5 and 11 atm could not be ignited using
exposure times up to 500 msec; even at 21 atm relatively long
exposure times are required to achieve ignition. Ignition of
propellant #12 which contaias 10% oxamide (a burning rate suppres-
sant which decomposes endolthermically on the surface) was very
difficult. For example, at 50 cal/cm2 -sec of radiant flux and
at 21 atm of N2, exposure times on the order of several seconds
were required. The ignitability of HMX composite propellants
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in air was explored only for propellant #12. The propellant
ignited easily in air but a pressure-dependent behavior was
observed. When propellants #11, 12, and 13 were tested in the
laser apparatus there was a marked decrease in the ianition time;
this is probably a result of the 10.6p radiation from the laser
being absorbed at the surface, whereas the 0.5 to 1.5p radiation
from the arc image may be partially attenuated by reflection
from the surface as well as transmitted below the propellant
surface.

4.1.6 Visual Inspection of Flame Structure

The differences in the flame structure of the several
propellant classes wererevealed by high-speed shadowgraph movies
(16 mm, 1000 frames/sec) taken during propellant ignition by the
laser. For AP-based propellants (Fig. 11), the movies show that
first appearance of the incipient flame corresponds to the cross-
ing of the go/no-go ignition boundary and that soon afterward, a
thin flame develops, strongly coupled to the surface. As clearly
shown in Fig. 11, the incipient flame appears initially at dis-
crete points on the surface without the gasification period
observed during the ignition of DB propellant (see Fig. 13).
Movies of noncatalyzed DB propellants ignited at 21 atm show that
the visible flame develops well away from the surface (see Fig.
12). Catalyzed DB propellants ignited at 21 atm manifest a more
compact type of flame that is more closely coupled to the surface.
This might assure a more energetic heat feedback from the gas
phase and also a more stable adjustment to the new equilibrium
conditions after the removal of the laser beam.

A characteristic carbonaceous-appearing layer (Fig. 13) is
observed when catalyzed DB propellants are ignited at low pres-
sure (O 4 atm). This is never observed for AP composite or non-
catalyzed DB propellants; also, this is less pronounced when
catalyzed DB propellants are ignited at high pressure (21 atm).
Formation, growth, and shedding of carbonaceous-appearing filaments
on the surface occurring prior to the time of self-sustaining
combustion suggest some solid phase activity promoted by the
catalysts.

4.2 Effect of Catalyst Addition in Double-Base Propellants

Experiments planned with the specific goal of ascertaining
the effect of the addition of catalysts on the ignition properties
of double-base propellants were performed both in the laser and
in the arc image ignition apparatus. The results concerning cata-
lyzed DB propellants are shown in Fig. 8 and in Fig. 14, and a com-
parison should be made with the results concerning noncatalyzed
DB propellants shown in Figs. 9, 15 and 16. The pressure depend-
ence of the ignition boundaries for catalyzed DB propellants #9
and #10 in the range 5 to 21 atm of N2 is observed both in the arc
and laser ignition apparatus. The qualitative aspects of this
pressure dependence (more pronounced at pressure of 5 atm of N2
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and for radiant flux intensity of 100 cal/cm2 -sec) have already
been mentioned in the previous section and are common to other
propellants according to a well-established body of literature
(Refs. 27 and 28, for example). Experimental evidence (movies
and light detectors) proves that the region between the straight
line and the curved ignition boundary is characterized by the
presence of a non-self-sustaining flame. This is indicated in
Fig. 8. The extra exposure times required at 11 atm, for example,
compared to 21 atm for a fixed value of radiant flux intensity
is necessary for establishing the proper thermal layer thickness
below the propellant surface. Further comments on this point
will be offered in the next chapter. Now, it is stressed that
noncatalyzed DB propellants differ from this behavior in several
respects:

1. no pressure dependence of ignition boundaries is observed
in experiments performed in N2 atmosphere in the laser
ignition apparatus (when ignition is achieved).

2. ignition is not realized at 5 atm of N2 for noncatalyzed
DB propellant #6 tested both in the laser and arc image
ignition apparatus. This indicates that lowering pres-
sure toward 5 atm of N2 makes ignition more and more
difficult to realize.

3. a self-sustaining flame, even though well established,
may be dynamically extinguished in the laser ignition
apparatus in N2 atmosphere.

4. a phenomenon indicated as "3-D reignition" directly
connected with the dynamic extinction is observed in
the laser ignition apparatus in N2 atmosphere. This
will be treated later.

5. pressure dependence, no dynamic extinction, no 3-D
reignition, and no ignition in 5 atm of N2 characterize
ignition results in the arc image ignition apparatus
(Fig. 16).

In summary, the presence of catalysts avoids the dynamic
extinction and the consequent 3-D reignition observed in N2 atmo-
sphere for noncatalyzed DB propellants tested in the laser appa-
ratus and, moreover, allows ignition also at 5 atm of N2, which
is not possible for noncatalyzed DB propellants. The presr :e
of catalysts is therefore highly beneficial from the poir' f view
of a successful radiative ignition. Finally, a direct conmparison
between the DB propellants containing the same 0.2 percent of
carbon addition, of which one is catalyzed (#10) while the other
is not (#7) is shown in Fig. 5. The direct comparison is limited
to heating at 21 atm of N2 in the arc image ignition apparatus
(the behavior at 11 atm of N2 is shown respectively in Figs. 15
and 16).

1
[ :1
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The large difference in the ignition boundaries at 21 atm of
:42 for propellants #7 and #10 on Fig. 5 suggests that under arc
image heating the burning rate catalysts promote surface reac-
tions at lower temperatures and/or that the finely divided PbSa
and CuSa particles act as opacifiers to concentrate the arc image
radiation at the propellant surface. Evidence for the former
action is lacking. Indeed, under laser radiation at 21 atm of
N2, the ignition boundary for propellant #7 (Fig. 15) and propel-
lant #10 (Fig. 14) almost coincide, which indicates that the
catalysts do not accelerate (by simple heating) the surface decom-
position processes. Thus, the opacifying action (with respect to
the arc image radiation) of the finely divided PbSa and CuSa
as the explanation of the differences in the ignition boundaries
of propellants #7 and #10 (Fig. 5) appears to be reasonable. On
the other hand, several hypotheses ranging from pure thermal
effects to chemical and/or photochemical mechanisms (Refs. 100,
104 and 105, for example) have been made in order to rationalize
the influence of lead and copper salts on the steady burning of
DB propellants. In ignition experiments the explanations are
further complicated because of the nonsteadiness of the phenomenon
and the interfering presence of radiation. Since this study is
dedicated to general radiative ignition trends and not to the
definition of specific mechanisms, the probler of the catalyst
action has not been further investigated.

4.3 Effect of Carbon Powder Addition

The importance of the optical properties of the propellants
to be tested in radiative ignition apparatus is obvious. Experi-
ments planned with the specific goal of evaluating quantitatively
the effect-of carbon powder addition to the basic propellants were
performed both in the laser and arc image ignition apparatus. The
results obtained testing two AP-based composite propellants (pro-
pellanit #1 containing no carbon and propellant #2 containing 1%
of cai-bon powder) in the laser and arc image ignition apparatus
are pi:esented in Figs. 5 and 6. The data were collected in the
range 5 to 21 atm of N2 and were already introduced in 94.1.
Briefly recall that no effect was found when experiments were
performed in the laser ignition apparatus, while a drastic change
was found when experiments were performed in the arc image
ignit-ion apparatus.

The effect of carbon powder addition to noncatalyzed DB pro-
pellants was evaluated by testing three propellants (#6 containing
no carbon, #7 containing 0.2% of carbon powder and #8 containing
1% of carbon powder) both in the laser and arc image ignition
apparatus. The results obtained in the range 5 to 21 atm of N2
are pýesented in Fig. 15. In general, an increase in carbon
powder addition produces a progressive reduction of the minimum
exposure time to radiation required for obtaining a self-sustain-
ing flame over the whole range of radiant flux intensity. An
exception to this, however, is the behavior of propellant #8 at
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11 atm of N2 for large values of radiant flux intensity. Note,
also, that ignition at 5 atm of N2 is never achieved in the inves-
tigated range of experimental parameters. The results obtained
in the laser ignition apparatus will be discussed in §4.4 since b
they deal with the problem of dynamic extinction. For the time
being; just note that no effect on the ignition boundary at 21
atm of N2 is observed. This is similar to what has been observed
in Figs. 5 and 6 for AP-based composite propellants.

Corresponding data concerning catalyzed DB propellants were
not collected, since the presence of catalysts could interfere
with the addition of carbon powder. Other data collected using
air instead of N2 as the pressurizing gas, are presented in Fig.
17 and will be discussed in §4.5.

Although it is not possible to offer conclusive evidence,
from all indications the carbon powder seems to act like a very
efficient opacifier. This beneficial effect is missing in the
laser ignition apparatus since at 10.6p all propellants are
already dark.

4.4 Dynamic Extinction

The nature of this phenomenon, its interpretation, and some
numerical results in the framework of the Zeldovich zrproach
for q.s. transients have been the object of a previous paper 7 7 by
the Princeton group. Some brief recapitulation was made in
§4.1.4. The purpose of this section is to obtain a more complete
understanding of the phenomenon by the analysis of new experi-
mental facts. In particular, it is of relevance to know why such
a remarkable behavior was never observed before.

Several directions were investigated. First of all, the
data presented in Fig. 9 and in Fig. 15 show that dynamic extinc-
tion is observable for the general class of noncatalyzed DB pro-
pellants tested in the laser ignition apparatus in an N2 atmo-
sphere. Indeed, propellants #5, #6, #7, and #8 all show dynamic
extinction boundaries when the laser beam is quickly removed
(deradiation time 0.001 sec) at 21 atm of N2. However, the data
presented in Fig. 16 show that propellants #6, #7, and #8 are
not subject to dynamic extinction when tested in the same operat-
ing conditions in the arc image ignition apparatus. (Propellent
#5 was not tested in the arc image ignition apparatus.) Likewise,
the data presented in Fig. 17 show that propellants #6, #7, and
#8, even in the laser ignition apparatus, are not subjected to
dynamic extinction when tested in air. (Again, propellant #5
was not tested.) Furthermore, direct comparison between the non-
catalyzed DB propellant #7 (Fig. 15) and the catalyzed DB propel-
lant #2 (Fig. 14), containing the same 0.2% of carbon powder and
both tested at 21 atm of N2 in the laser ignition apparatus, con-
firms that the presence of catalysts precludes the occurrence of
dynamic extinction. Also, from the results presented in Fig. 9
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and in Fig. 15, it is inferred that carbon powder reduces the
region of dynamic extinction of noncatalyzed DB propellants tested
at 21 atm of N2 in the laser ignition apparatus, but only if the
addition is appreciable (1%). A negligible difference is found
between the boundaries concerning propellant #6 (Fig. 9) contain-
ing no carbon powder and the boundaries concerning propellant #7
(Fig. 15) containing 0.2% of carbon powder.

For all of the situations showing the occurrence of dynamic
extinction (Figs. 9 and 15), another boundary line consistently
appears associated with the dynamic extinction boundary. This
new line separated a region of no ignition (due to dynamic ex-
tinction) from a region in which ignition is again achieved. This
reignition boundary is attributed to 3-D effects due to the spread-
ing of the flame along the lateral surface of the strand. When
the laser beam is shut off, no matter how fast, the dynamic
effects are restricted to that portion of the burning propellant
directly exposed to radiation. Consequently, the unperturbed
deflagration wave surrounding the target area, in 3-D space, can
reignite the entire surface. For this reason, the boundary is
labelled as "3-D reignition" in the f£±cres. Obviously, the 3-D
reignition boundary is usually observed at relatively large heat-
ing times (about 0.1 sec) during which the radiat. *n overdriven
flame has time to spread beyond the directly irradiated spot.
It follows that any mechanism accelerating the flame propagation
will result in a reduction of the dynamic extinction region. This
might be the role of the carbon powder in the case of the results
concerning propellant #8, shown in Fig. 15.

It was not possible to obtain a self-sustaining flame at
5 atm of N2 for any of the noncatalyzed DB propellants #5, #6, #7,
and #8 tested in the laser ignition apparatus (Figs. 9 and 15).
Likewise, it was not possible to obtain a self-sustaining flame
at 5 atm of N2 for the noncatalyzed DB propellants #6, #7, and
#8 tested in the arc image ignition apparatus. Propellant #5
was not tested in the arc image ignition apparatus. Fiom this,
it is inferred that the non-achievement of a successful ignition
at this relatively low pressure (5 atm) of N2 is due to "static"
reasons, i.e., the heat feedback from the gas phase to the condensed
phase is not sufficient to sustain the flame. At 11 atm of N2,
the noncatalyzed DB propellants #6, #7, and #8 tested in the arc
image ignition apparatus (Fig. 16) were all ignited. (Again,
propellant #5 was not tested in the arc image ignition apparatus.)
However, at 11 atm of N2 in the laser ignition aýparatus, a suc-
cessful ignition was obtained for propellant #57 but not for
propellants #6 and #7. For propellant #8 (Fig. 15) self-sustain-
ing flame at 11 atm of N2 was possible only above a boundary
which was interpreted as a 3-D reignition limit. From this and
from the fact that at 11 atm of N2 the ignition corridor of pro-
pellant #577 appears clearly shrunken, it is inferred that the
occasional non-achievement of a successful ignition at this inter-
mediate pressure (11 atm) of N2 in the laser ignition apparatus
is due to "dynamic" reasons. In other words, the burning propellant
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may not be able to stand the disturbance connected with the rapid
removal of the laser beam (although it is statically stable) and,
consequently, the ignition corridor is completely wiped out.

In summary, the data presented show that dynamic extinction
and consequent 3-D reignition are only associated with the broad
class of noncatalyzed DB propellants tested in the laser ignition
apparatus in N2 atmosphere. This is the reason why such remarkable
behavior was never observed before in the vast body of experimental
studies concerned with radiative ignition with sources other than
the laser tube. Obviously, there is nothing magic about noncata-
lyzed DB propellants and it is expected that dynamic extinction
and subsequent 3-D reignition will occur for any other propellant
tested in the appropriate range of experimental parameters. This
point will be better understood after reading Chapters5 and 8.
The question as to the unique effect of the laser radiative
source is dealt with in §4.6.

4.5 Effect of Atmosphere in Chamber

Most of the results presented so far concern experiments
performed in an N2 atmosphere. Experiments planned with the
specific goal of ascertaining the effect of the nature of the
pressurizing gas on the ignition boundaries were performed in the
laser ignition apparatus. The results concerning catalyzed and
noncatalyzed DB propellants tested in the range of 5 to 21 atm of
air are shown in Fig. 17. Within the range of parameters inves-
tigated, replacing N2 with air in the combustion chamber gives
the following effects:

1. pressure dependence of the ignition boundaries found
for catalyzed DB propellants disappears;

2. dynamic extinction and associated 3-D reignition found
for noncatalyzed DB propellants disappear;

3. ignition is achieved in the whole tested pressure range
(5 to 21 atm) also for noncatalyzed DB propellants;

4. negligible dependence of the ignition boundaries on the
chemical composition of the tested DB propellants is
observed.

As already shown in Fig. 6, experiments performed with AP-
based propellants in the laser ignition apparatus in the range
5 to 21 atm of air confirm the validity of the boundaries foundfor tests in N2 (Fig. 6).

The results concerning IR signal detection from noncatalyzed
DB propellant #6 tested in the laser ignition apparatus in the
range of 5 to 21 atm of air and 11 to 21 atm of N2 are presented
in Fig. 18. Direct comparison of the data obtained in air and
in N2 show that:
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1. the beginning of the IR emission from somewhere near
the surface region is independent both of the nature of
the pressurizing gas and on the pressure level;

2. the time required for obtaining an arbitrary but fixed
intensity level of IR emission during the flame develop-
ment sustained by laser radiation from the burning pro-
pellant increases if N2 is used as the pressurizing gas
instead of air or if the pressure is lowered.

The corresponding results concerning IR signal detection from
catalyzed DB propellants were celiected but are not presented
here because of the lack of reasonable reproducibility of the data,
mainly in the results associated with flame development history.
This is due to scattering from the radiation background associated
with the hot, carbonaceous-appearing residue that forms and sheds
off the propellant surface. However, a negligible differencewas found for the line associated with the beginning of IR
emission from somewhere near the surface when compared to the
corresponding (dashed) line for noncatalyzed DB propellant #6
shown in Fig. 18. This fact is in agreement with the previously
mentioned negligible dependence of the ignition boundaries on the
chemical composition when the DB propellants are tested in air
(in the laser ignition apparatus).

In summary, the use of air instead of N2 as the pressurizing
gas avoids the dynamic extinction and the consequent 3-D reigni-
tion observed in N2 atmosphere for noncatalyzed DB propellants
tested in the laser ignition apparatus and makes successful radi-
ative ignition generally easier to achieve. This is also con-
firmed by the results concerning HŽIX propellants presented in
Fig. 10 and previously mentioned. From the IR signal detection
data it is inferred that the beneficial effect of air (in the
sense just specified) occurs during the flame development history
rather than at the beginning of some not well-defined chemical
activity in the region near the propellant surface. As to the
implications of this fact, read Chapter 5. Simple visual inspec-
tion suggests that the presence of atmospheric oxygen creates a
vigorous secondary diffusion flame surrounding and overlapping
the primary (and possibly) weak self-flame of the propellant.
The total flame is therefore sufficiently energetic to assure a
successful ignition whenever the runaway exothermic processes at
the propellant surface are triggered. Accordingly, self-sustain-
ing ignition in these conditions is predictable by a simple
thermal theory.

4.6 Effect of Radiation Source

The fundamental reasons beyond the choice of the laser tube
rather than the arc image as a radiative source were briefly
listed in Chapter 3. Obviously, it was considered of relevance
to evaluate qualitatively and quantitatively what differences
the use of the two radiative sources could imply in obtaining
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data. Most of these differences have already been mentioned in
the previous sections and they are only summarized here. From a
direct comparison of the results obtained testing given propel-
lants in the same operating conditions both in the laser and in
the arc image ignition apparatus, the following facts emerge:

1. AP-based composite propellants (Figs. 5 and 6) show
similar behavior in the laser and arc image ignition
apparatus in that no pressure dependence is found, but
the radiative heating of the solid phase is markedly
different due to the different reflection at the surface
and absorption possibly associated with scattering in
depth of the radiant energy. Note that the ignitionboundaries are all essentially parallel, except for the
very fuel-rich composition.

2. Catalyzed DB propellants (Fig. 14) show totally similar

behavior in the laser and arc image ignition apparatus.
The data suggest that the 10.6 pradiation from the laser
source is more efficiently concentrated at the propel-
lant surface.

3. Noncatalyzed DB propellants show totally different be-
havior in the laser (Figs. 9 and 15) and arc image
(Fig. 16) ignition apparatus. Dynamic extinction and
associated 3-D reignition typical of laser heating
are not found for arc image heating, while pressure
dependence typical of arc image heating is not found
for laser heating.

The quantitative differences between arc and laser observed
for AP-based composite propellants and catalyzed DB propellants
are attributed exclusively to the dependence of the optical prop-
erties of the propellants • the radiation wavelength. Indeed,
no evidence has been found so far of photochemical effects in
either radiant sources. More detailed comments on these points
are given in §4.7 and in Appendix B.

The qualitative differences observed for noncatalyzed DB
propellants require more sophisticated explanations. Since all
of the operating conditions (including the shutters) were the
same in the experiments performed in the laser and in the arc
image ignition apparatus, the difference lies in the radiant
beam itself. The possibility that some dependence of the dynamic
extinction on the radiation wavelength may occur is discussed
in §9.4.3. Now, attention is confined to the spatial structure
of the radiant beam. The qualitative difference between the
spatial structure at the edge of the laser beam and of the arc
beam as seen at the target surface are obvious if one compares
the schematics of Figs. 2b and 3b. From this comparison, it is
ccncluded that the dynamic extinction boundary is not observed in
arc image tests for any of the noncatalyzed DB propellants, since
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the weaker heat flux surrounding the target spot provides a
region where the flame is less sensitive to the disruption in
the energy balance necessary for deradiation extinction (and the
disruption is less). It should be recognized, however, that this
smoothing effect at the edge of the illuminated spot might also
be due, to a minor extent, to the different configuration of thesample in the holder in the two ignition apparatus (see Chapter 3).

Further comments on the spatial structure of the radiant
beam are given in the next section.

4.7 Pre-ignition Events and Qualitative Observations in the
Laser Ignition Apparatus.

A considerable advantage of the CO2 laser (IR light) as a radi-
ative source is the possibility of examining the flame development
on the surface of the propellant being ignited without interfer-
ence from the external radiative source. This fact has been ex-
ploited to obtain qualitative and quantitative information about
the events preceding the fast runaway processes during an ignition
transient. The information collected also clarified some unique-
nesses connected with the laser heating.

Although the laser beant is sharply focused, the spatial
structure of the beam (Fig. 3b) implies a nonuniform succession
of events on a microscopic scale over the irradiated spot. This
is illustrated in the four microphotographs (about 50X magnifica-
tion) presented in Fig. 19. The pictures have been taken of a
series of samples of catalyzed DB propellant #10, each subjected
to laser radiation for a different time at the fixed conditions
of 37 cal/cm2 -sec of radiant flux intensity and 11 atm of N2.
The width of the area in the picture (2 mm) is slightly less
than the irradiated footprint (2.5 mm). The succession of the
pictures in time shows abrupt evidence of gasification (Picture
b) at the core and at the outer region of the beam footprint on
the sample surface and successive spreading of the gasification
from these regions (Picture c). High-speed movies (e.g., see
Figs. 11 to 13) and simple visual inspection of the irradiated
sample relics confirm that bubbling, chemical activity, and flame
appearance first occur at those small regions ("hot spots")
within the illuminated footprint where the radiant flux is more
intense.

Comparison between data from IR signal detection and high-
speed movies show that the beginning of IR emission corresponds
to the first appearance of the flame. For example, for the se-
quence represented in Fig. 11, the first (localized) appearance
of flame for AP composite propellant #1 is observed at 0.057 sec
while IR signal detection for the same operating conditions shows
the beginning of IR emission at 0.055 sec. On the other hand,
data collected from go/no-go experiments in the laser ignition
apparatus for propellant #1 (Fig. 6) show that for these same
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operating conditions, the corresponding point on the ignition
boundary very closely corresponds to the flame appearance as seen
either by high-speed movies or by IR signal detection. Compari-
son of the results obtained testing noncatalyzed DB propellant #6
in the laser ignition apparatus also shows that the ignition
boundary in air (Fig. 17) and at 21 atm of N2 (Fig. 9) very
closely correspond to the beginning of IR emission (dashed line
in Fig. 18) from somewhere near the surface region. The same
connection has been found for the catalyzed DB propellant #10
between the beginning of IR emission and the ignition boundary
in air (Fig. 17) and at 21 atm of N2 (Fig. 8) in the laser
ignition apparatus.

The typical pressure dependence of catalyzed DB propellant
ignition boundaries was exploited for a more detailed investiga-
tion of the events preceding the achievement of the self-sustain-
ing flame. The microphotographic technique mentioned above was
used in order to follow the gasification evolution in time of
propellant #9. The results obtained at 5 and 11 atm of N2 and
with a radiant flux intensity of 37 cal/cm2 -sec are presented in
Fig. 20. The collection of data in the region where gasifica-
tion starts (hot spots) was particularly difficult due to the
spatial nonuniformity of the laser beam. The following facts
emerge from the analysis of the data:

1. a stationary gasification process sustained by the
radiant beam occurs in the region of non-self-sustain-
ing flame. Similar data by Price 2 7 using an arc image
ignition apparatus demonstrate that this behavior does
not depend on the radiative source.

2. the gasification rate is well above the s.s. burning
rate of the propellant measured in a strand burner
without radiation assistance, 1 0 0 but is close to the
s.s. burning rate of the propellant measured in the arc
image apparatus under the same radiant flux intensity.I 0 5

3. the occurrence of an overdriven q.s. deflagration wave
implies a dynamic burning response will occur when the
laser beam is removed.

4. the period of time between the beginning of gasification
and the achievement of a self-sustaining flame is used
for building up the appropriate thermal wave in the
condensed phase. However, at the present state of knowl-
edge, this is nothing more than a speculation requiring
the further assumption of a surface temperature fixed by
the boiling temperature of the liquefied propellant
mixture. Other interpretations might very well be
correct.
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Similar results can be obtained for noncatalyzed DB propellants.
The results concerning propellant #6 tested in the laser ignition
apparatus at 11 atm of N2 with a radiant flux intensity of 37
cal/cm2 -sec shows scattering of the data for large exposure times,
likely due to the 3-D spreading of the radiation-sustained flame.
The comments made above for propellant #9 still hold, except that
now a self-sustaining flame is never achieved due to dynamic ex-
tinction. The results obtained from the gasification experiments
are summarized in Table 6.

In summary, in the laser ignition apparatus, the ignition
boundary in air (5 to 21 atm) or at large pressure (21 atm) of
N2 for all propellants tested in this study corresponds to the
beginning of some observable chemical activity (IR emission,
gasification, flame appearance, etc.). These processes are
triggered at hot spots within the illuminated area mainly due to
the spatial nonuniformity of the laser beam. A steady state gas-
ification exists until either the laser beam is shut off or a
self-sustaining flame occurs. It is inferred that, under appro-
priate experimental conditions, this behavior may be observed
for all propellants subjected to radiative heating.

* I
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CHUAPTER 5

DISCUSSION OF EXPERIMENTAL RESULTS

A phenomenological description of the ignition processes as
observed in the laser ignition apparatus is given. The diffi-
culty of acquiring a detailed knowledge of processes in all
cases is illustrated. As a conclusion to the experimental part of
this work, a generalized ignition map is offered by which most of
the phenomena usually occurring in an ignition transient are put
in a rational framework. A list of major experimental observa-
tions is given in §10.1.

5.1 Phenomenological Description of Radiant Ignition Transients

Some of the basic processes can be distinguished in the com-
plex interplay of physical and chemical phenomena occurring dur-
ing ignition. The initially cold propellant sample is heated in
depth by the radiant beam (and possibly a thin surface layer is
heated by exothermic decomposition reactions occurring near the
surface region) until a runaway process leads to an incipient gas
phase flame; this early flame may be localized at hot spots on
the propellant surface. At this point (i.e., incipient flame
appearance) energy feedback from the gas phase augments the
energy input into the condensed phase supplied by the extirnal
ignition source. Depending on the spatial structure of the
radiant beam and on the nature of the propellant, more hot spots
are generated from which other flamelets develop, spread, and
evenutally merge into one large flame covering the entire surface.
The unsteady deflagration wave so established accelerates the
gasification process at (and possibly below) the surface which,
in turn, increases the gas phase energy release Eventually a
steady state, radiation-assisted burning is achieved.

The competition at the solid/gas interface (or, more general-
ly, at the interface of the reacting/inert regions of the solid
phase) between the energy required to sustain the deflagration
wave in the solid phase and the energy input provided by the
gas phase heat feedback is the mechanism which controls the
establishment of a self-sustaining process. This critical
energy balance depends on the pressure level, the nature of the
propellant, the radiant flux intensity, the rate of termination
of the external energy source, and the nature of the pressuriz-
ing gas. If the propellant is able to quickly provide a vigorous
energy feedback to the surface, ignition will be assured by the
mere appearance of the incipient flame which is a solid phase
controlled process. This is the case when air or nitrogen at
high pressure (> 21 atm) are used as the pressurizing gas. Con-
versely, failurg to establish a self-sustaining burning process
may be due to either a weak and slow-to-be-built-up energy feed-
back from the gas phase or to dynamic instability of the propel-
lant. Obviously, in both cases smoothing down the radiant flux

L9
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intensity cut off (i.e., low radiant flux intensity, long deradi-
ation time, etc.) and/or in-reasing gas phase energy feedback
will make the self-sustainn.fnt easier.

The results obtained in this experimental investigation are
therefore interpreted in the following way. In the case of AP
composite propellants, a vigorous heat feedback is quickly sup-
plied to the surface due to the strong coupling of a thin flame
to the solid phase. In the case of a noncatalyzed DB propellant,
a weakly coupled flame requires a relatively large value of pres-
sure to achieve self-sustained burning. Moreover, such propel-
lants are particularly sensitive to dynamic extinction. Platon-
izing catalysts make the energy feedback to DB propellants more
vigorous; consequently, the pressure dependence of the self-
sustainment condition is reduced while the dynamic extinguishment
following deradiation totally disappears.

As already mentioned, AP composite propellants are expected
to have the same type of pressure dependence as exhibited by DB
propellants at pressures of the order of 1 atm. Conversely,
catalyzed and noncatalyzed DB propellants do not show any pres-
sure dependence when the pressure is increased, e.g., to 31 atm.
Likewise, tests conducted in air minimize pressure dependence
again due to the vigorous gas phase kinetics of the secondary
diffusion flame.

5.2 A Generalized Radiant Ignition Map

The ignition process has been seen in the previous section
to be the synthesis of many physical and chemical sub-processes
acting in series and parallel. It starts with the initial appli-
cation of a stimulus and ends with appearance of vigorous self-
sustaining reactions. As a propellant is heated to (and possibly
past) the conditions for self-sustaining ignition, well charac-
terized successive events occur when various limits are passed.
The vertical line in Fig. 21 shows shows a traverse of event
limits (or signals) on an ignition map. The traverse is at a
fixed value of pressure and radiant flux intensity. The events
traversed on the ignition map are categorized in terms of limits
that signal the onset of the following actions:

L the surface is heated to the point that it is beingla gasified and a carbonaceous layer may form on the
surface, but vigorous exothermic reactions are not
occurring.

L gas phase and/or surface reactions begin to accel-
erate rapidly (as indicated by the appearance of a

detectable IR emission from the surface region of
the sample).

S• ... '-•,,• • • • I •k :• . • ... .. .• • .... . ... . .... .. .... .. . ... ,• I
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LIc "incipient flame" appears (the definition in time of
this event depends on the specific detection method,
i.e., high-speed movies or a prescribed level of IR
emission, etc.).

Lld self-sustaining ignition.

L 2 rapid deradiation (of some propellants) between
limits L2 and L3 results in dynamic extinguishment.

L3  sustained combustion following deradiation (assured
by flame spreading away from the target area of
radiant heating).

Limits Lid, L2 , and L must be established by go/no-go testing.
2 3

The limits Lld, L2 , and L3 are well-defined limits whose
positions (and even existence) are strongly dependent on propellant
type and test conditions (i.e., pressure, atmosphere, deradiation
time, spatial distribution of radiant beam, etc.). Furthermore,
as indicated in Fig. 21, the limits Lla, Llb, Llc, and Lid
may not be detectable as four individual limits since two or
more of the limits may occur nearly simultaneously, depending on
pressure, heat flux, and atmosphere. When all four limits occurnearly simultaneously, the limits will be referred to simply as

the Ll limit.

In terms of limits shown in Fig. 21, there are two essential
conditions for ignition. The first is the development of theinitial exothermic reactions (i.e., limits Lla, Llb, and Llc)
partially within the propellant surface reaction layer and
partially in the adjacent gas phase boundary layer. Correspond-
ing quantitative theories, which have evolved to treat this con-
dition, were mentioned in §1.2 and §1.3. The second condition
is focused on the final stage of the surface reactions and flame
development and emphasizes the requirements for flame retention
after the heat source is removed, i.e., limit Lld. This second
condition is called a late-stage condition in contrast to the
first condition which is called early-stage. In the late-stage,
attention is focused on matching of the heat feedback from a
quasi-steady (fully developed) flame to the heating rate required
to prepare the condensed phase for burning. As already mentioned,
there are many instances in which the appearance of visible flame
does not insure self-sustaining combustion.

Previous experimental and theoretical work described the
conditions under which a nitrocellulose double-base (DB) pro-
pellant can be brought successfully to ignition in terms of the
late-stage definition (self-sustaining combustion following de-
radiation), but, if the heating time is increased beyond L2,
the propellant will fail to retain the flame following rapid de-
radiation and the propellant stops burning. The upper limit,
L3, above which dynamic extinction does not occur, corresponds



-40-

to the time required for flame t: spread o-,er the irradiated

surface beyond the target area of direct exposure. Since the
long exposure times cause the one-dimensionality of the ignition
process to break down, as already mentioned, the subsequent dis-
appearance of dynamic extinction is referred to on the ignition
maps as "3-D reignition".

Measurement of the time to a prescribed level of IR emission
from the propellant surface region reveals that the appearance of the
(incipient) flame corresponds to be a well-defined boundary, Llc.
Significantly, the beginning (Llb) of the rapidly accelerating
IR signal from the propellant surface region is independent of
pressure and 02 concentration, but whether and how rapidly
strong surface region reactions occur depend on both. Therefore,
the appearance of initial surface reaction (Llb limit) is con-
trolled by condensed phase and surface processes and can be de-
scribed by simple thermal theory. However, as previously pointed
out, neither the appearance of an incipient flame (Llc limit) nor
condensed phase thermal theories (Lla or Llb limits) are in
general adequate for declaring that sustained ignition (crossing
of Lld limit) will occur. In particular situations (e.g.,
high pressure and low heat flux), the condensed phase thermal
profile is well established and the propellant is able to provide
vigorous energy feedback to the surface and rapid flame develop-
ment occurs; the requirements for a self-sustaining flame are
immediately satisifed as soon as the Lla limit is reached and
gasification begins. In this case, no late-stage theory is needed.

In many situations, the "early stage" and the "late stage"
events cannot be neatly separated. Thus, the challenge exists
to find a rational line of analysis to join these two events.
Indeed, theories of the early stage must depend on knowledge of
the heat-up process in the solid that leads to surface activity.
On the other hand, theories of the late stage depend on knowing
the chemical kinetics or the equivalent thermal feedback func-
tions of fully developed flames. Fortunately, fully developed
flame feedback data can be approximated from steady-state experi-
ments with little knowledge of the chemical rates. In view of
the success of the Zeldovich approach 7 7 in predicting ignition
transients, the theoretical problems dealt with next in this work
are focused on the general problem of q.s. heterogeneous flames
in the presence of radiation rather than on the specific question
of radiative ignition.

As a summary, three types of radiative ignition maps, which
reoccur on the log-log plots of time-to-ignition versus incident-
heat-flux for tests conducted in N2 at pressures between 5 and
21 atm, can be categorized by propellant class:

1. AP composite propellants (see Figs. 5 and 6) are char-
acterized by a single L1  limit between nonignition
and sustained ignition regions, i.e., the Lla, Llb,
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LIc, and Lld limits merge into one. The boundary is
a straight line whose location and slope are independent
of pressure, but depend to some extent on radiation
penetration below the surface. (Below 5 atm, pressure
dependence becomes pronounced, particularly in the high
intensity range.) See Refs. 28, 63 and 73, for example.

2. Catalyzed DB propellants (see Figs. 8 and 14) are char-
acterized by the existence of clearly defined Lla and
Lld limits. As pressure increases, the Lld limit
becomes a single straight line and the non-self-sustain-
ing flame region between the Lla and Lld limits
decreases until it is eliminated.

3. Noncatalyzed propellants tested in the laser ignition
apparatus (Figs. 9 and 15) have a single Lld limit
between nonignition and sustained ignition regions.
Moreover, noncatalyzed DB propellants can be extinguished
by rapid removal of the laser radiant beam. (Defined
by the L2 limit.)
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CHAPTER 6

THEORETICAL BACKGROUND ON UNSTEADY COMBUSTION

OF SOLID PROPELLANTS

This chapter provides the basis for understanding the ana-
lytical and numerical developments of the next three chapters.
As such, it is essentially tutorial in nature. The contribution
made here is limited to specific questions concerning the presence
of radiation. The problem of radiation-assisted burning has been
already treated by several investigators both in this countrP9,105-110
and in the Soviet Union. 3 3 , 1 1 1- 1 1 3 In this chapter a detailed
formulation of the general quasi-steady transient problem in terms
of a flame model is given. Also, a qualitative comparison with
Zeldovich's approach is offered. For further information on the
quasi-steady assumption, the reader is referred to Appendix A.

6.1 The Quasi-Steady State Gas Phase Assumption

The physical system of Fig. 22a representing a strand of
solid propellant subjected to a radiant flux impinging with
instantaneous intensity (1 - r)-Io(t) at its surface, burning
with instantaneous rate R(t) in a closed vessel at instantane-
ous pressure P(t) and ambient temperature Ta(t) is considered.
The overall problem of transient solid propellant combustion
consists of determining quantitatively the parameters of the
deflagration wave and, in particular, to predict the evolution
of burning rate in time.

In general, this is a formidable problem and a solution can
be found only within the framework of convenient approximations.
A very constructive approach is based on the quasi-steady state
assumpeion for the gas phase. This implies that the gas phase
is in equilibrium not only with the external parameters (e.g.,
pressure) but also with the instantaneous conditions existing in
the condensed phase (e.g., burning rate). The meaning of this
assumption is discussed in Appendix A and is based on the fact
that the ratio of the characteristic times in gas and solid phases

g = 0(0.01)
Tc

In this section recall that the requirements expressed above
are frequently satisfied and, therefore, the quasi-steady state
approximation is often used. It is worthwhile to remark that
this separation into steady and unsteady portions of the deflagra-
tion wave is made simultaneously with the separation of the
condensed phase in reacting and inert portions. From a mathe-
matical point of view, the overall unsteady nonlinear problem is
split into an unsteady nonlinear part (inert condensed phase) and
a steady nonlinear part (reacting gas phase). This distinction is
the essence of the quasi-steady assumption.

S~j
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The description of the quasi-steady gas phase may be made
either analytically by means of a flame model or mechanistically
by means of the Zeldovich approach. In either case, the quasi-
steady gas phase behavior is uniquely defined by two parameters
(e.g., burning rate and pressure), whereas one parameter is
enough to define the steady-state gas phase behavior. In this
study, the flame model approach will be implemented according
to the scheme illustrated in the next sections.

Finally, it is stressed that the possible presence of an
external radiant beam (see Fig. 23) does not jeopardize the
validity of the quasi-steady gas phase a&3umption to the extent
that no interaction occurs between the radiant beam and the gas
phase (this hypothesis is discussed in §A.3).

6.2 The MTS Flame Model
The model known as the MTS flame model is the most general

workable approach for dealing with the quasi-steady (q.s.) gas
phase behavior. This approach will be used for most of our
problems, but only qualitative comments will be offered here.

Refs. 101, 114, and 115 treating the GDF theory from which the

MTS flame model has evolved.

Any pattern of chemical reactions, no matter how complicated,
involves the two physically distinct phenomena of mass diffusion
and chemical kinetics. It is known from homogeneous combustion
theory that quite often diffusion processes dominate the kinetic
processes in the sense that

di/tch >> 1

or, conversely, the opposite extreme may be true. These two
limiting configurations are respectively known as diffusion and
premixed flames. For heterogeneous combustion, in particular of
solid propellants, there are instances in which the gas phase
portions of the deflagration wave may be treated according to
one of the above limiting configurations. But, in principle,
especially for transients connected to large excursions of the
controlling parameters, the gas phase treatment of a heterogene-
ous combustion wave has to account for both processes. This was
originally done by Summerfield in his GDF theory for the AP
steady-flame model. Later, an extension was made for the AP q.s.
flame model accounting for variable flame and surface temperatures.
Although derived for the specific case of the AP class of pro-
pellants, the formulation of the MTS flame model is quite general
and may be adapted to other cases. The most important parameter
characterizing the gas phase during a q.s. transient is the heat
feedback to the burning surface. Obviously, any flame model is
able to define all the details of the q.s. deflagration wave in

t I
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the gas phase, but for determining the burning rate evolution
in time of a solid propellant, it is sufficient to obtain from
the flame model only the heat feedback law. Then, the general
problem of unsteady combustion of a solid propellant is reducedto analyzing the unsteady thermal profile of the condensedphase when it is subjected to time-varying boundary conditions.

According to the MTS flame model, the nondimensional heat
feedback is

V Tch re / di e- e
(6.2.1) T g =s Q*RRe - e + -2.-

Yr /re

where rch is a nondimensional kinetic time parameter;
iis a nondimensional diffusion time parameter;

Tre is a nondimensional reaction time parameter;

Q Q Qf/Qref is the heat release in the gas phase.

Following the MTS flame model development, we put

Ef

(6.2.2) /T;7= AM TTf e2CTf, refc P

where a second order gas phase reaction has been postulated to
occur wholly at the highest temperature TTf (p. 29 of Ref. 101)
and

(TTf )5/6

(6.2.3 B (T BM)(6/ di EM (TTs) 7/8 (PP) 1/3

where the diffusional mixing rate of fuel pockets with the sur-
rounding atmosphere of oxygen-rich gases is assumed to depend on
the surface temperature TTs (p. 31 of Ref. 101).

The two constants AM and BM are determined for each specific
propellant by "the best fit of the steady state burning rate
theory to the measured burning rate data" (p. 38 of Ref. 90b).
An application is shown in Fig. 24 for an AP propellant whose
properties are listed in Table 7. It is further assumed (e.g.,
see p. 33 of Ref. 90b) that the overall solid propellant reaction
time parameter can be expressed as the following simple combination
of the two above limiting cases:

(6.2.4) T~ "r 7 + T

.re /T , ,
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This relation has been shown to represent the pressure dependence
of the burning rajlquite accurately for a wide range of composite
solid propellants and also to describe the depressurization
extinction correctly for both composite and double-base solid
propellants. 9 0

Notice that the Krier-T'ien-Sirignano-Summerfield (KTSS)
heat feedback law, derived for a diffusionally controlled AP
flame, is a particular case of Eq. (6.2.1) when

(6.2.5) ' ic

-RR2 Te
re

(6.2.6) e << 1

2 5/3
(M (7Mf const

d= ( 2 / 3  77T/(di P( (TT S) (PP)

That is, when the diffusion time parameter is much larger than
the kinetic time parameter (Eq. 6.2.5), the product RR2 -Tr'e is
large enough to satisfy the condition of Eq. (6.2.6), and the
diffusion time parameter is temperature independent. Extensive
experimental investigation1 0 1 shows that for AP propellant flames
the diffusional mixing is, indeed, sensibly slower than the
chemical kinetics as long as the pressure is larger tln 1 atm.
It is also expected 9 0b that flame temperature undershoots during
decelerated transients slow down the chemical kinetics much more
effectively than the diffusional mixing (compare Eq. 6.2.2 vs
Eq. 6.2.3). The constraint of Eq. (6.2.6) is not acceptable in
extinction transients, 9 0 since under this circumstance RR ÷ 0
while Tee remains finite and, therefore,

-RR2.
e ree 1. 0

In summary, at low pressure and/or low burning rate, AP flame
is kinetically controlled and therefore cannot be described by
the KTSS model. Furthermore, Merkle 90 observes that the KTSS
model can never predict extinction because the heat feedback
law is found to be inversely proportional to the burning rate.
However, stationary or small perturbation solutions (see Chapter
7) of the MTS and KTSS flame models are similar at high pressure,
since in these instances only small changes in temperature and
burning rate are considered.

6.3 Matching of the Deflagration Wave at the Interface of
the Conaensed and Gas Phases

The two portions of the generally unsteady deflagration wave
in the condensed and gas phase have to match at the interface in
terms of temperature, energy, and mass.
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With the hypothesis of an infinitesimally thin planar burning
surface, the temperature matching condition at the surface for
generally unsteady conditions is, in dimensional terms

(6.3.1) T(x+0-) = T(x -0+) T

With the hypotheses of 1-D laminar flow and thermally perfect
fluid in the gas phase, the continuity equation for generally un-
steady conditions in dimensional terms, is

(6.3.2) am +

wi.th the assumption of q.s. gas phase, the time derivatives are
small and can be neglected as compared to other terms in the gas
phase equations. Therefore, the mass matching condition in
dimensional terms is

(6.3.3) R(t) = U(t)Pc

from which the gas velocity U(t) is always in phase with the II
burning rate.

As to the pyrolysis law, the following Arrhenius-type expres-
sion is usually assumed also for an unsteady state in dimensional
terms

P-T T(t)
(6.3.4) R(t) = As e T

The true R(Ts) relationship is still unknown, even for steady
states. However, experimental results (e.g., Figs. 41 and 51 of
Ref. 100 and Fig. 24 of Ref. 101), although scattered, suggest
that large changes of the burning rate are required 4.n order to
affect appreciably the surface temperature.

This evidence and the fact that the solid phase decomposition
is very likely a one-way (far from equilibrium) process support
the use of an Arrhenius expression. However, since this is
nothing more than a phenomenological relationship expressing a
strong dependence of the burning rate on the surface temperature,
the alternative KTSS formulationI 1 5 will often be used, in
dimensional terms

(6.3.5) R(t) = b(T - Ta)s

This is more easily handled than the previous Eq. (6.3.4) in
analytical developments. Notice that all the constants such as

.1

- -~.~-~ - -
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As, ES, b, s, etc., are essentially empirical factors and
usually are determined by the best fitting of experimental q.s.
data of R vs Ts. For example, see Table 7 for the propellant
AP/PBAA #941.

The energy matching condition is somewhat more delicate to
deal with under general conditions. With reference to the schemat-
ic drawing of Fig. 22b, in dimensional terms:

(6.3.6) qC f s- + (1 - Nt)(1 - r)q r

where q,cal/cm -sec generally stands for energy flux;
is conventionally supposed positive if endothermic;

N = 0 for opaque condensed phase; and

N+ = 1 for transparent condensed phase.

The last point deserves some comment. The hypothesis of a
collapsed reacting layer might imply in some cases that a certain
thickness of condensed phase is shrunken to an infinitesimally
small value. For consistency, then, the (external) radiant flux
should be separated in a portion deposited directly at the surface
(as if the propellant were opaque) and in a (remaining) portion
distributed volumetrically in the condensed phase according to
the proper extinction coefficient. The factor Nt, therefore,
should be set equal to the fraction of radiant flux absorbed in
the reacting layer when it is thought of as extended. But a new
difficulty arises: the extent and the very existence of a con-
densed phase reacting layer is an extremely controversial question.
On the other hand, for the large class of AP propellants, it is
currently accepted that the surface reactions account for a
reacting layer in the gas phase (premixed NH3 + HC104 flame)
whose structure is important only at P = O(I) at:'. For details,
consult pp. 49-53 of Ref. 90b. Since the mathematical develop-
ments of this work concern composite AP propellants at P =
0(10) atm, Nt is taken here either as 0 or 1, although this is
not a necessity.

Finally, notice that Eq. (6.3.6) is valid both for steady
and unsteady states. In the latter case, the unsteady thermal
profile in the condensed phase is related to the quasi-steady
thermal profile in the gas phase: mathematically, this hybrid
situation reflects the physical "contradiction" of two systems con-
nected at the burning surface and of which only one is varying
explicitly its configuration in time.

6.4 Further Relationships Required by the Presence of an
External Radiant Flux

I
The s.s. burning rate of a propellant is assumed to be exper-

imentally known. Indeed, it is a current practice to use a strand
burner for constructing the plot of R vs P, often at different

I
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ambient temperature. Unfortunately, such data are not currently
available as functions of the external radiant flux intensity,
too. Some experiments were performed by OhlemillerlO5 with an
arc image furnace apparatus for platonized and unplatonized DB
propellants. Two conclusions were reached: (1) the s.s. burning
rate dependence on the external radiant flux intensity R vs 10
at a given pressure P = 13.6 atm is linear up to a value of
about 30 cal/cm2 -sec and then is less pronounced; (2) no non-
thermal wavelength dependence is noticeable in the range of 0.3
tol.5 V. We can account for Ohlemiller's results by a phenomeno-

logical expression in nondimensional terms of the type:

(6.4.1) RR(PP,F) = RR(PP,F=0) - [1 + B(PP,F) - (1 - r) - F]

where the positive coefficient S(PP,F) has been determined for
each deradiation transient.

A similar problem arises for the flame temperature. By
thermochemical computation, the s.s. Tf(P) may be evaluated
with good accuracy, together with final (equilibrium) products
of decomposition. For the propellant AP/PBAA #941, Tf has
been found 9 0b to have a slight dependence on the pressure. In
this work the following relationship has been used for P < 100 atm

(6.4.2) Tf(P) = Tf,ref - (PPref )

where Tf ref Tf(Prf) = 2430 K and Pref = 68 atm.

When an external radiant flux impinges on the surface of
the condensed phase, without interacting with the gas phase, an
energy balance over the whole combustion wave gives, in nondi-
mensional terms:

RR - 6s + RR • (Cg/Cc) • f + RR H = RR• Q (l-r) *F

from which one obtains

(6.4.3) 6f(PPF) = 8f(PPF=O) + (1- C c/Cg)[s (PP,F) -

cg s

0 (PP,F=O)] + (1 - Cg F

where Of(PP,F=0) is furnished by thermochemical computation
(e.g., Eq. 6.4.2). It should be noticed that only when Cc/Cg = 1
the above relationship may be simplified to

F
(6.4.4) 6f(PPF) = Of(PP,F=O) + (1- r)R(PP,F)
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In deriving the balance of Eq. (6.4.3), two more assumptions
were tacitly made. The first is

C
(6.4.5) Q = Q(PP) = H + 0 (PP) + [if(PP) - 6 (PP)]

S~c

in which the heat release in the gas phase is considered to be
uniquely defined by the pressure. This implies that the gas
energetic parameter is independent not only of the radiant flux
intensity (no photochemical effects) but also of the instantaneous
value of burning rate (no dynamic effects). The dependence on
the pressure is again found through an energy balance in the
gas phase.

The second assumption is:

(6.4.6) H = constant

by which the heat release at the surface is considered strictly
dependent on the original condensed phase composition only. This
hypothesis has been used in Eqs. (6.4.3) and (6.4.5).

6.5 Formulation of the General Quasi-Steady Transient Problem

We conclude the previous discussions by the following summary.
Except where explicitly excluded, the following set of assumptions
is valid throughout this development:

a. Condensed Phase

1. 1-D, semi-infinite slab.

2. Uniform and isotropic composition.

3. Constant properties.

4. Energy exchange through the burning surface only.

5. Chemically inert.

6. No radiation scattering.

7. No photochemical effects.

b. Interface

1. Infinitesimally thin plane surface.

2. Arrhenius or KTSS pyrolysis law.

3. Constant properties.
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c. Gas Phase

1. Quasi-steady MTS flame model.

2. No interaction with external radiation.

3. l-D,laminar,nonviscous flow and thermally perfect

fluid (from which P(x) = constant follows).

4. Constant properties.

d. Entire Strand

1. Adiabatic and (at cold boundary) in thermal
equilibrium with ambient.

2. Subjected to no external forces.

3. No emission of radiation.

Except where explicitly excluded, the following set of
reference parameters is used for nondimensionalizing (with
specific reference to AP/PBAA #941):

Pref 68 atm,

= R(Pr) cm/sec,ref (Pref)
T T(PrA K
s,ref s ref.

Xref ac/Rref cm

t ~cc/R? sectref =c/ ref sci

QC(T ~ Tef cal/gr
Qref c C(s,ref - ref)alg

I p CR (T Tclc eref c c ref s,ref - ef) cal/cm2-sec

from which one gets:

PP = P/Pref nondimensional pressure

RR = R/Rref nondimensional burning rate
X = X/Xf nondimensional distance

T = t/tref nondimensional time

H = Q ref nondimensional surface heat
release

Q = Qf/Q nondimensional gas heat
~f0ref release

F = I0/If nondimensional radiant fluxintensity

-.-- -- ~-----~---~-~-~--- i
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Notice that for the temperature, both of the following definitions
are used according to need.

(6.5.1a) T - T
T = T nondimensional temperature
s,ref ref

(e.g.,) es (Ts - T a)/(T sref- Tref)nondimensional surfacetemperature
8f = (Tf - Ta)/(Ts,ref - Tref)nondimensional flame

temperature

(6.5.1b) TT = T/Trf nondimensional temperature

(e.g.,) TTs Ts/Ts ref nondimensional surface
temperature

TTf = Tf/Tfr nondimensional flame
temperature

The choice of the particular definition depends on the specific
physical phenomenon considered.

The general nondimensional q.s. transient formulation in-cludes the unsteady condensed phase problem, the q.s. gas phase
problem, relationships accounting for the surface mass produc-
tion (gasification) and for changes in time of the controlling
parameters, and, finally, several auxiliary conditions required
if a radiative flux is present.

0_ Do 1 - r X/zrad II PDEe+RR - = 2 - Fa e X(O,-c)
aX rad T>0

8(X,T=O) = given IC
(6.5.2)

@ (X+-c,-) = 0 BC2

d_8 =gI8 -H- RR + (i- Nt)(I- r) •F BCI

c,s c g,s

(6.5.3a) RR = e *Tsrf

(6.5.3b) RR = 8s
s
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2.

F T~ -R2.. e-RR2T'
R T. e re+ d re

Eff f 1 _ 1
(6.5.5) h= TAM e fref[ r

(6.5.6) v / i= BM (TTs)S/8(P)/

(6.5.7) = +

(6.5.8) f-e 5 +Q +

17C~~ g RsT

(6.5.9) PP = PP(-r) C gs

(6.5.10) F = F(r)

(6.5.11) 0a = ea (T)

(6.5.12) RR(PP,F) =RR(PP,F=0) • [1 + 8(PP,F) • (1 - r) • F]

(6.5.13) Of(PP,F) = ef(PPF=o) + (1I- r)-F/RR(PP,F)

(6.5.14) Q(PP,F) = Q(PP)

The further relationship of Eq. (6.5.8) is derived from the
integral energy balance in the gas phase and is used for deter-
mining the q.s. flame temperature required for the evaluation of
the chemical time parameter (Eq. 6.5.5) and the diffusion time
parameter (Eq. 6.5.6) in the heat feedback law (Eq. 6.5.4).
Obviously, the computation requires, in general, an iterative loop
in the flame temperature as far as the condensed phase is concerned.
As an illustration, the q.s. heat feedback of the propellant
AP/PBAA #941 is shown graphically in Fig. 25 and has been obtained
by solving Eqs. (6.5.3a)and (6.5.4 - 6.5.8). It should be noticed
tihat the heat feedback is not directly affected by the radiant .
flux intensity.
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Equation (6.5.2) for the unsteady thermal profile in the
condensed phase is a strongly nonlinear sccond order partial
differential equation of parabolic type. There is today no
rigorous analytical method of dealing with such a problem.
Numerical methods have, therefore, been implemented; this is
treated in Chapter 9.

However, before solving the general problem, several other
questions, solvable by or requiring analytical methods, are
treated in Chapters 7 and 8. The theoretical background for any
future development has been presented in detail in this chapter;
later there will be only brief reminders.

6.6 An Alternative Approach for the Gas Phase: The Mechanistic
Approach or Ya. B. Zeldovich

The general q.s. transient behavior of a solid propellant
may be analyzed by two basic types of approaches as to describing
the gas phase. The line of attack described in the previous
sections, consisting of a detailed flame model, is able to define
the structure of the deflagration wave in the gas phase and in
particular provides, from a rational basis, the q.s. heat feed-

back function, qf, on the gas side of the burning surface.
An alternative approach has been proposed by Ya. B. Zeldovich 2 3 , 1 1 6

and extensively used in the Soviet literaturell 7 -120 and recently
in the U.S.,too. 9 2 , 1 2 1 , 1 2 2 The method bypasses any detailed knowl-
edge of the gas phase and through two Sets of experimental s.s.
data, R = R(P,Ta) and Ts = Ts(P,R), is able to construct the
q.s. heat feedback function, qc, directly on the condensed
side of the burning surface. The method is developed in Fig. 26;
for details consult Ref. 92. The heat feedback plot of Fig. 25
explains graphically how this is possible. In a q.s. transient,
e.g., a decrease of radiant flux at P = P*, the heat feedback
depends only on two variables, e.g.,

if = if(P*,R)

where R(t) is changing in time. But the plot of Fig. 25 shows
that the same functional dependence at P = P* may be obtained
in a s.s. method by allowing a proper variation in time of
Ta (t) .

For solving the general q.s. problem of §6.5, the flame
model type of approach furnishes analytically the BCl for the
unsteady thermal profile in the condensed phase, whereas the
mechanistic type of approach furnishes the BC1 experimentally.
Consequently, following the mechanistic approach, Eqs. (6.5.4) -
(6.5.8) are eliminated and BC2 for Eq. (6.5.2) is replaced by a
tabulated experimental function. All assumptions about the gas
phase are removed. The q.s. assumption has to be extended to
the burning surface, though. This is a delicate point, since an
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infinitesimally thin surface in principle has no inertia.
Actually, Zeldovich and his co-workers consider the burning sur-
face as a collapsed reacting layer whose structure they neglect,
but not the proper characteristic time.

As to the features of this method, the advantage of elim-
inating the need of a detailed flame model is obvious, but the
difficulties of obtaining reliable s.s. R = R(P,Ta) and
Ts = Ts(P,R) data over a sufficiently wide range of Ta (even
at negative absolute temperature) should not be overlooked. How-
ever, two observations from Ref. 92 are in order. First, in
the absence of surface temperature data, "a partial Zeldovich
method can be devised that relies on an estimated pyrolysis
law" (p. 258 rf Ref. 92). This is also justified from the fact
that Ts(P,R) has little influence on the q.s. heat feedback law.
Second, the affective range of Ta (even equ2valent negative
absolute temperature) over which s.s. R(P,Ta) iata can be
obtained is largely extended by the use of a heat sink for low
temperatures and by a radiant flux for high temperatures. The
logical equivalence of the flame model type of approach (in
particular, the MTS flame model) and mechanistic type of approach
•s shown in Ref. 92. However, until the present work only the
mechanistic method, with the notable exception of Ref. 123, was
capable (see Ref. 92, for example) of predicting dynamic extinc-
tion by means of a stability analysis, in principle, limited to
a linearized criterion for small pressure fluctuations. Most
of the stability analyses carried out in the framework of flame
models are addressed to determining the frequency response func-
tion (see Refs. 115, 124-126, for example). Complete details
concerning these questions are presented in Chapter 7.
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CHAPTER 7

LINEARIZED BURNING STABILITY ANALYSIS

In this and the following chapter, we will discuss the con-
ditions of stability of a strand of propellant burning in differ-
ent situations from various points of view. Although some of
the methods introduced later can also be used to evaluate q.s.
transients, our main interest is to discuss qualitative consider-
ations and quantitative criteria about the stability of a burning
propellant.

7.1 Background and Nomenclature

The physical system dealt with is represented in its most
general form in the schematic drawing of Fig. 22a. The pressure
of the vessel, the radiant flux impinging on the surface of the
strand (originating exclusively from some external energy source),
the ambient temperature measured at the cold boundary of the pro-
pellant sample which is supposed to be infinitely long, and any
other parameter which can be controlled in a known way from the
outside of the vessel are designated as controlling parameters.
A change of one or more of these controlling parameters will
affect, in some way, the state of the physical system and, con-
sequently, they are also called external perturbations.

On the other hand, all those "small" (in a sense to be
specified) irregularities and imperfections always present in thereal world but which are nevertheless neglected in the idealized
picture of Fig. 22a are designated as intrinsic perturLation
sources. For example, nonuniform composition of the propellant
impurities variously scattered in the condensed phase, compli-
cated geometry of the burning surface, etc., all contribute to
hopefully small but persistent differences of the actual phenom-ena from those described by the mathematical models developed
in the previous chapter.

Whether the perturbation sources are external or intrinsic,
the prior, supposedly unperturbed s.s. profile of temperature in
the combustion wave will be modified to some new perturbed
unsteady profile. Let us define the disturbance temperature
profile as the profile of the point-by-point difference between
the perturbed profile and the original, unperturbed profile.
The general problem of stability may be stated as follows: given
a stationary state of the physical system, the system is forced
to a close but non-stationary state and it is asked whether the
system, after a long period of time, will go back to its initial
state or will move away from it. In the specific physical con-
figuration considered in this study, it is asked whether the

disturbance temperature profile will die out in time or not.
Mathematically, the problem is an initial value problem and is
usually described by a parabolic type of partial differential
equation.
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It is of concern to make a conventional distinction between
static and dynamic stability. The stabiality of a system where
intrinsic perturbation sources exclusively are considered to be
acting is called static. Conversely, the stability of a system
in which the external controlling parameters are changing in time
is called dynamic. It will be shown that in the latter case, the
rate of change in time of the pressure, for example, is of funda-
mental importance and this explains the expression "dynamic
stability".

In this and the following chapter, the ultimate objective
is to establish boundaries separating regions of stability from
those of instability on some convenient graphical plot. It will
be shown that static and dynamic stability boundaries are com-

pletely different in nature.

Since the mathematical problem is formidable, no general

method has been found so far for solving the stability problem
in its various aspects. Historically, a large amount of work
has been devoted to stability problems in fluid dynamics. A
standard treatment in this and related fields is the linearized
approach, which is based on two essential assumptions: distur-
bance quantities infinitesimally small and a mathematical model
(differential equations, boundary conditions, and any other re-
lationship) containing only disturbance quantities of first
order. Under these hypotheses, and others which will be specified
in the next section,the problem reduces to an eigenvalue formu-
lation whose mathematical theory is very well developed. Besides
this standard approach, several other approximate and often ad hoc
methods have been set up in various fields of applied sciences.
The reason for such a confusing state of affairs is essentially
one: the behavior of most physical systems is described by non-
linear equations and nowadays, not only a mathematical theory
encompassing all types of nonlinearities, but even analytical
methods capable of dealing with specific types of nonlinearities,
are not yet available.

The question, then, arises of how good are the results ob-
tained from the linearized theory. The assumption of infinites-
imally small disturbances is a first serious drawback. Following
Ref. 127 we can _ffirm: "infinitesimal disturbances are certainly
unavoidable, but not all unavoidable disturbances may be con-
sidered infinitesimal. . . . Instability to finite size pertur-
bations . . . may be considered one of the most typical phenomena
associated with nonlinear stability problems." The assumption of
linearity is also a serious drawback. Should any disturbance
quantity grow in time much above the level which was set as small
at the beginning, the linearity assumption fails. In this event,
the validity of the approach is still valid but only for some
limited period of time starting from the initial instant in which
by hypothesis the disturbance quantities are all infinitesimally
small. On the other hand, at least for intrinsic perturbation
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sources, a general stability criterion has to consider arbitrary

perturbations (infinitesimally small) and also the possibility
of a succession in arbitrary order of arbitrary perturbations.
In this respect, a linearized theory profits from the superposi-
tion principle by which "it makes no difference how many times
and in what order of succession different perturbations have
been introduced. 1 2 7 In conclusion, "the linearized analysis
may be considered as the first step in any stability theory;
moreover, it is a natural starting point for the description and
definition of nonlinear problems.12

In §7.2 a linearized analysis is offered of the stability
of a strand of propellant burning at constant pressure (or radiant
flux intensity) subjected to small externally controlled sinu-
soidal perturbations of radiant flux intensity (or pressure).
Following the trend of the current literature, the behavior of
the propellant in these specific configurations will be character-
ized by the fluctuations of the mass burning rate consequent to
the fluctuations of the controlling parameters. The analytical
relationship describing this coupling is called a response func-
tion or, more exactly, frequency response function, since interest
is particularly in the dependence of the fluctuating mass burning
rate on the frequency of the sinusoidally fluctuating controlling

parameters.

In §8.2 a nonlinear static stability analysis by means of an
approximate ad hoc approach is offered. Basically, the initial
value problem will be transformed from a PDE into an ODE formu-
lation to which the Lyapunov first criterion of stability will be
applied. This will allow a definition of static stability
boundary to be made.

In §8.3 the linearized analysis of sinusoidally fluctuating
controlling parameters of §7.2 is generalized to a nonlinear
analysis of finite size disturbanrzs consequent to timewise
monotonic changes of the controlling parameters. Following again
the method of reducing the problem to an ODE, the analysis will
be made in very general conditions. A dynamic stability boundary
will be defined for some specific but relevant cases.

7.2 Response Function of a Burning Propellant Surface

Within the framework of a linearized analysis, the frequency
response of a propellant will be considered. M1e forcing term is
a sinusoidal fluctuation with frequency w either of pressure or
radiant flux intensity. In the past decade large efforts have
been made both theoreticallyl, 5 1 24- 1 2 6 1 2 8, 1 4  and experimen-
tally14 4 -146 in studying the solid propellant combustion instabil-
ity by means of a response function describing the mass burning
rate fluctuations subsequent to pressure fluctuations. The diffi-
culties in obtaining such a function (see the excellent review
by Price1 4 4 in 1967) on a purely theoretical ground led Mihlfeith1 2 6
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in 1972 to suggest that the pressure-driven response function could
be determined experimentally from a radiation-driven response
function. The purpose of this section is to offer a critical
review of the work by Mihlfeith and, therefore, the novelty here
is limited to some hopefully constructive comments. For a good
background on this material, the interested reader might wish to
consult the works by Culick,1 3 7 by Mihlfeith, 1 2 •; and by T'ien. 1 3 9
In order to make easier the comparison of the results, Mihlfeith's
nomenclature will be used as much as possible.

The mass burning rate response function C'b is defined, in
the case of pressure driven oscillations, as

(7.2.1) &b,p ZEE

This is, in general, a complex quantity. The real part of the
response function gives that portion of the mass burning rate
which fluctuates in phase with the pressure and therefore allows
energy to be exchanged betwe-n the pressure waves in the gas
phase and the burning surface. A positive real part of the
response function implies an amplification of the pressure waves.
It follows that the response function can be seen as an index
which measures the tendency of the combustion processes to drive
waves and, ultimately, to trigger instability.

The coupling of the combustion processes to the fluid dynamic
field in the region of the burring surface is sensitive to fluctu-
ations not only of pressure but also of the gas velocity component
parallel to the burning surface. However, except a recent work
by Lengelle, 1 4 0 most of the theoretical investigations are con-
cerned only with the pressure coupling. Also, a complete study
of stability, even if linearized, should take into account all
the possible mechanisms of energy losses and gains associated
with the presence of a combustion chamber. In this work, no
velocity coupling is considezed and no refei nce is made to the
combustion chamber (see §1.1). Following Mihlfeith's suggestion,
a radiation-driven response function for the mass burning rate
is defined as

(7.2.2) bI =b,I

This is a straightforward generalization of the previous pressure-
driven response function and all the comments previously made
still hold true.

With this in mind, let us consider the situation representedin Fig. 22c. We wish to predict the fluctuation of burning rate,

or any related parameters, subsequent to an externally controlled
cluctuation of the forcing term (pressure or radiant flux intensity).

I
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The following assumptions are made:

1. Gas phase is q.s. (with all the related assumptions
of §6.5).

2. Solid phase temperature can be expressed as
T(x,t) = 'T(x) + T'(xei~

where T(x) is the unperturbed q.s. profile and T (x) is
a small disturbance profile to be determined. Following Culick's
suggestion for the reference system, the condensed phase c
translates toward right with speed W and, therefore, the
surface position fluctuates between two unknown locations(x = s- and x = s+) across the equilibrium location x = 0.
A brief summary of how to obtain the response function will be
given.

As a first step, the fluctuating thermal gradient on the
condensed phase side will be evaluated.

The condensed phase thermal profile is fully described by

,aT aT a2TS+ Ra = 2C + N a( 1 - 0eax PDE
ax~2 tP--cl-r D

(7.2.3)= T(x-),T) Ta BC2

T(x = 0,) = T BCU

For small amplitude fluctuations, assumption 2 of a separated
dependence of temperature on space and time variables holds.
The problem of Eq. (7.2.3) is then split into two parts:

the steady portion
- 2-

(~ ~d T a 1 - ax
d2+ Nt pc r) ODEdx'--

(7.2.4) (X----,t) = Ta BC2

Y(X =O0,T) =T BCls

admitting the solution

(7.2.5) = T + [T- Tae c +i- r)INt[ Rx/•c ax+

a ae
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and the nonsteady portion

T 2 T it ax-= x - r)I0e e

(7.2.6) T"(x---,i) 0
T'(x = 0,T) =T

s

admitting the solution

(7.2.7)
(1-/ r)I Nx x

T'(x) =T'e + r... ec p Cc (c a--X-iw/a) K ,e

where T0o is the contribution to the disturbance
surface temperature due to conduction.

The complex characteristic root associated with Eq. (7.2.6)

is X = 11+ AV+i• / 2. The fluctuating portion of the

thermal gradient is q' c x-- " Since the surface is itself
fluctuating around the mean position x = 0, a Taylor expansion
is useful.

fdT =.dT + x 2d +

cs- dtdx js- ctdJ 0 - scd-J d 0I
Culick137 shows how to derive from this the following

(7.2.8) cC sc sT J.+ s""S c X a

The next step is to determine the gas phase counterpart of the
fluctuating thermal gradimnt.

Since in this study the specific interest in the gas phase
is the heat feedback law rather than the temperature profile,two
lines of attack are possible. The first consists of writing an
energy balance across the boundaries indicated in Fig. 22c; the
second consists of integrating once the temperature distribution
in differential form and it therefore requices a detailed flame

model. The energy balance for the q.s. gas phase gives

(7.2.9) qf m[Qf - Cg(Tf - T)]
STs)]
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where m = U= p R is the mass flux. The differential

expression for the temperature distribution in the q.s. gas
phase is

dT d2T(7.2.10) mCg = = + QfPg

where e is the chemical reation rate. If q(x) E dT/dx is
the thermal gradient, the heat feedback law will be determined
by integrating the following ODE:

Sddx Im•q QODE
(7.2.11) g

(x.+ )= 0 BC

from which one obtains formally

(7.2.12) qf q(x = 0) = - Qf J e (pgý)dx
J0

The function qf(P,R) is strongly dependent on the choice
of the flame model. In general, the mass reaction rate W =- pge
is a local function of temperature, composition, etc., and
W = W(x) should be considered. However, in order to avoid
unnecessary complications in an already approximate treatment,
only two limiting, although typical, situations are here examined.
For a complete discussion on this point, Ref. 137 is very appro-
priate.

For a diffusion flame anchored at the surface (distributed
flame model), there is only a weak dependence W = W[T(x)]
through the dependence of gas temperature on the space variable.
The limiting model for this situation is a step function

W(x) = Wd 0 < x < xf

(7.2.13)
S= 0 x > Xf

where Wd = constant to be evaluated and xf = thickness of the flame
(to be evaluated, if necessary). From Eq. (7.2.12) one gets

-m---x

which is further approximated in the KTSS treatment as
(7.2.15) qf = Qf X -

g
wc iit

--------------------Q Xg
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Ikq

C 115
since m)%Xf >> 1 for AP propellants. Physically, the last

g
approximation is true whenever the heat feedback to the surface
is small compared to the heat release in the gas phase.

For a premixed flame, there is a strong dependence W = W(T)-
on the temperature so that the reaction is concentrated in a thin
space region (sharp flame model); this is a consequence of the
Arrhenius temperature dependence of the rate constant. The limit-
ing model for this situation is a Dirac 6 function located
some distance xf from the surface

V L-Ef /RTf
(7.2.16) W(x) = Wc(X - xf) = BPVT e 6(X - Xf)

where v = reaction order,

B = pre-exponential factor,

a = flame temperature coefficient, and

E = activation energy of the chemical reaction.fI
Here some further difficulties arise: the flame sheet location
xf needs to be known and Ef needs to be theoretically infinite
to shrink the reaction thickness to an infinitesimally small
value. In any event, Culick obtaLns in this case

X W c[Qf - C 9(Tf - T S)
(7.2.17) qf =Qf _%-

The fluctuating portion of the thermal gradient in the gas phase
at the surface is, for a diffusion flame

g~d- 1 Ta . Q f "d m'(7.2.18) (q)s A= -gc d - = s-_ dg
g~ ~ x csyls i?- CgJ

where W- n[2(il-) + is a constant property of
c J

the propellant. For a premixed flame, one~ gets

3m'
(7.2.19) (if S+ -fT
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where the flame temperature fluctuation can be derived from the
integral energy balance Eq. (7.2.9).

As a third step, the matching conditions at the surface are
determined. This concerns both mass and energy. At the surface,
the mass flux by pyrolysis may be generally written in an
Arrhenius form as

n as '-Es &T s
(7.2.20) ms =BsP Ts e

where ns = pressure coefficient

as = surface temperature coefficient

Bs = pre-exponential factor

Es= activation energy of surface pyrolysis.

From the pyrolysis law, the surface temperature fluctuation can
be derived

(7.2.21) TV/T = (m/rs - nP/)/(as + E /xsT

The heat release at the surface is

s s

where Q is positive when endothermic.

The mass matching condition is simply

(7.2.22) m5 = m = m

The energy matching ý.ondition is more involved; generalizing
Culick's approach to include radiation one

(7.2.23) (q+)s+ = (q-)s_ + mQ + Q - (1 - r)(1-N
f (I-Nt)

The last two relationships contain all our information about
the problem. Upon substitution of Eqs. (7.2.8), (7.2.18) [or
(7.2.29)], (7.2.21) and (7.2.22) in (7.2.23), the response
function will be defined. For the case of pressure fluctuations
only (I6 = 0) and frr a diffusion flame one

((AW + nC/C ) + n (X - 1)sq c A
2P-/TI X +A/X + EA C/C + AH +C/C -
gc gc
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wl-ere A2  (QfWdX)/(s 2 C2 )

E a •s + E s/(fs)

A H (1 - T a/s)E

H Q s/[C c(s - T a) nondimensional heat releaseat surface

For the case of radiant flux fluctuations, one can neglect the
pressure contribution in Eqs. (7.2.18) [or (7.2.19)] and (7.2.21).
For a diffusion flame and a transparent condensed phase one gets

E £rad (z rad -X)

C~ T 2  -zX((7.2.25) m- c s rad rad
06 X + A/X + EAC9c/Cc + AH + C/C -/c

where trad = aac/R in this chapter only stands for the inverse of
the nondimensional radiant layer thickness. For a diffusion flame
and an opaque condensed phase, one sets Nt = 0 in Eqs. (7.2.7) and
(7.2.23) or directly £rad in the above expression.

For a premixed flame, Eq. (7.2.19) substitutes for Eq.
(7.2.18). For radiant flux fluctuations Mihlfeith obtains

C rad (rad R,

(7.2.26) m = rad £rad"( 6 IA X + A/X + AH + C5

whee C =[C~eT- C2 - ClJ/C 2 - C3C4  being

C1 = CTs/2C4

EfEs
C -1

Es

C4 = Qf - Cg(f -1
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For convenience, the mass burning rate fluctuation driven
by pressure for a premixed flame is also given, using Mihlfeith's
nomenclature:

(7.2.27) mm = EWc + ns(C5 + X)

p X/* + A/X + AH + C5

The correctness of using a diffusion or a premixed flame
model has to be decided case by case. However, for two general
classes of propellants considered here, experience and previous
studies 9 0 suggest the proper choice. A diffusion flame is con-
sidered a good approximation for AP type of propellants, while
a premixed flame is particularly apt to represent the gas phase
of double-base type of propellants. For the case of AP-based
composite propellant considered in Ref. 126 and having the
specific properties listed in Table 8, a plot of the real part
of the radiation-driven response function normalized to the zero
frequency limit vs the nondimensional frequency 0 £L wc/K2 is
given in Fig. 27. This plot is different from that obtained in
Ref. 126, where a premixed flame model has been surprisingly
adopted, and which is represented with dashed lines in Fig. 27.
Moreover, in the above reference the value of Qs = 25 cal/g
has been used: this is numerically small compared to current
values in the literature and, in any event, does not satisfy
the integral energy balance across the combustion wave. As a
consequence, although the qualitative behavior of the plottings
in Fig. 27 is correct for both gas phase models, the curves for
the distributed flame model hardly show any frequency dependence.
This is due to the fact that a wrong set of data has been used.
Before making the required correction, let us stress a further
point of discussion.

Independently of the choice of the flame model, for radia-
tion-driven fluctuations

(m'/I1) -

transp rad rad(7.2.28, ( 1/i)oae £2 -£ -••-i
_0 opaque I rad rad -(A-1)

whose limit for Z 0 is 0. For a given frequency, then,
a larger value of Rnsparency makes the condensed phase more
and more insensitive to the fluctuating radiant flux intensity.
This effect is obviously lacking in pressure-drive, fluctuations.
An important implication then is that the only hope of getting
a response function for pressure fluctuations from experiments
with radiant flux fluctuations is to consider an opaque condensed
phase. In this regard, the choice of the flame model is very
relevant. Culick observed that any pressure-driven admittance
function, if correct, has to respect the static limit defined by
the experimental s.s. ballistic law
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m = apn
from which m2/ n for w = 0. It is therefore required that

P-/l7

(7.2.29) li0 Ab,p M

both for the diffusion (Eq. 7.2.24) and the premixed (Eq. 7.2.27)
flame model. It is easily verified that the constraint of Eq.
(7.2.29) is always satisfied for a diffusion flame model, whereas
for a premixed flame model this is true only for a specific value
of the pressure exponent ns appearing in the surface pyrolysis
law (Eq. 7.2.20). For some typical cases it has been found
that ns = 2 is required for a pressure-driven admittance func-
tion with a premixed flame model to verify the static limit. This
strong dependence of the surface pyrolysis law on the pressure
might be suspect if one considers that most models of hetero-
geneous flames work successfully with the simple assumption of
ns = 0.

The experimental determination of the pressure-driven re-
sponse function through radiation-driven tests is possible for all
propellants whose gas phase can be modeled by a diffusion flame
and for which ns = 0. (This is a common assumption in the
literature.) From Eq. (7.2.24) and Eq. (7.2.25), it is thenimmediately possible to find for an opaque condensed phase that

(7.2.30) (/Pl) (/V) AW

0m / op) E/(C cs)op c

from which one gets:

Qb,P(W) (m'/P')/((/f/) c s AW

() (mI)o(mI 0 ) E (i-0)

Since lim m'/P" = AW nNIT CX + A/X + EA Cg/Cc + AH + Cl/Cc - 1)

(im WI ) opE/( IC c~s
and li0.0 =Ccs(O (N/o0 ) [X + A/X + EAC/Cc + AH + Cge/CC (R/)

one gets

(.3)b,p (M)/Zb,p (W=0)
(7.2.31) .... - 1

eb, lop )/Zb, Top"W=
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This shows that there is only a scale factor between the two
normalized admittance functiorsand, indeed, Mihlfeith's suggestion
of obtaining the pressure-driven response function from the
experimental determination of the radiation-driven response
function is very promising. The result, however, is restricted
to opaque condensed phases: this restrictive requirement may be
somewhat relaxed by careful use of opacifiers (see Refs. 68 and
70, for example) at the surface of the strand and'or by the choice
of appropriate wavelength or range of wavelengths of the incident
radition. In general, the above result holds whenever the radiant

layer thickness is much smaller than the thermal layer thickness
at the operating pressure so that infinite opacity is not required.
If interfering effects are minimal one could also think of per-
forming several series of tests (one series for each value of
transparency) and then extrapolating the results to zero trans-
parency.

The effects of the parameters discussed on the pressure-
driven response function for a sharp flame model are graphically
shown in Fig. 28. Except when explicitly denied, the curves
have been plotted using, again, the values listed in Table 8.
The curve given in Ref. 126 corresponds to ns 3 0. A comparison
with the curve a- of the radiation-driven admittance function
with a sharp flame model (Fig. 27) shows immediately that the
two behavionsare different, mainly in the region of high frequency
following the resonance value. Note that if one arbitrarily

puts ns = 0, the pressure-driven response function (Fig. 28)
exactly corresponds (in the sense specified above) to the radi-
ation-driven response function for a-- (Fig. 27) even for a
sharp flame model. However, in this case, the value of ns is
fixed by the other input parameters and one has to use the value
satisfying the requirements of Eq. (7.2.29). As previously
mentioned, the s.s. input data used in Ref. 126 and listed in
Table 8 are not correct, in that too many parameters have been
assigned and, by consequence, the integral balance of energy
across the overall combustion wave cannot be satisfied. Indeed,

(7.2.32) mCc - T() + m-Cg(f - Ts) = E(Qf - Qs)

but C (T - T + Cg(Tf - Y 726 cal/g

while Qf - Qs = 825 cal/g

Obviously, this can be corrected in several ways. For example,
the balance of Eq. (7.2.32) can be used to evaluate Qf = 701
cal/g, which is about 12% less than the value used in Ref. 126.
In Fig. 28, the curve for ns # 0 and the evaluated value of
Qf = 701 cal/g shows how drastically the pressure-driven admit-
tance function is changed. The radiation and pressure-driven
response functions for the distributed (diffusive) flame model
are plotted in Fig. 29. Here the value Qs = -125 cal/g has
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been used for the surface heat release; this corresponds to a
nondimensional value H = -0.69 which is much closer to the
currently accepted values in literature. 1 1 5 The curves in Fig.
29 have been plotted for several values of the volumetric absorp-
tion coefficient a; the curve for a-)- (opaque condensed
phase) gives, at the same time, the nondimensional pressure and
radiation-driven admittance function in the assumption of ns = 0.
The effect of the surface heat release on the admittance function
(pressure-driven or radiation-driven for opaque condensed phase)
for a distributed flame model is shown in Fig. 30. An increase
of the energy release at the surface is destabilizing, in that
the maximum amplitude of the admittance function is increased;
also, a more marked frequency dependence is observed.

Notice that, independently of the gas phase model, the peak
of the admittance function is always located in the region of
nondimensional frequency 0 = 6, i.e., the range of frequency. at
which the burning propellant responds more intensively corres-
ponds roughly to the proper frequency of the system. This can be
seen as a resonance phenomenon. Lengelle 1 4 7 shows a shift of

the resonance region toward larger values of the nondimensional
frequencies when the dynamics of the reacting surface layer is
also considered. Indeed, this is due to the introduction of a
second characteristic frequency of the system higher than the
one corresponding to the conductive inert layer in the condensed
phase. Conversely, the transparency, in case of radiation-
driven admittance function, decreases the characteristic fre-
quency of the condensed phase to an extent propottional to the
amount of radiation penetration. Consequently, in this case,
the resonance frequency shifts toward smaller values of a.
Notice, also, that for 2 all curves trend toward ;.ero, since
the inertia of the system becomes more and more important for
faster and faster sinusoidal change in time of the external con-
trolling parameters (pressure or radiant flux intensity). The
transparency, in the case of radiation-driven admittance func-
tion, has a smoothing effect on the response of the system over
the whole frequency range; again, this is due to the volumetric
heating associated with the radiation penetration.

As a final comment, whether this whole line of research is
woxth a great effort is debatable. The basic assumption of
linearity is usually too drastic in the overall field of combus-
tion. Indeed, only two clear results have been obtained so far:

1. The pressure-driven response function shows a maximum
(resonance) when the period of the forcing term approaches
the characteristic time of the condensed phase;

2. The radiation-driven response function shows also such
resonance phenomenon besides the damping effect of the
transparency on the amplitude of the function.

SJU
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Both results are predictable a priori on simple physical grounds.
To extract less immediate results is a cumbersome task and,
moreover, is strongly limited by the requirement of linearity.

139The excellent work by T'ien, however, has to be noted.
T'ien was able to define a boundary for all possible static
solutions and also to determine a more restrictive "dynamic"
limit by means of a small perturbation analysis with a combustion
model including heat loss by radiation from the burning surface.
The response function concept was used by T'ien for predicting
the (linearized) stability boundaries rather than for rating
the instability trends of solid propellants. In conclusion,
the idea of predicting the pressure-driven behavior by means of
radiation-driven tests is appealing, but one must first ask how
much practical value the pressure-driven response function has.

I
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CHAPTER 8

NONLINEAR BURNING STABILITY ANALYSIS

No general method exists for studying the stability proper-
ties of a strongly nonlinear partial differential equation (PDE)
subjected to finite disturbances. On tUhe other hand, rigorous
methods of investigation have been established by Lyapunov for
the case of ordinary differential equations (ODE). In this
chapter, therefore, we are going to re-formulate our problem in
terms of an ODE. This will be accomplished by means of an approx-
imate approach known as an "integral method". The problem will
be then analyzed in this new formulation from the point of view
of intrinsic or static stability. The results of this analysis
will prove to be of basic importance in the theory of dynamic
burning for the case when the external parameters change mono-
tonically in time. It will ze found that, in principle, burning
solid propellants are subjected to static and dynamic instabili-
ties in both low (fractions of cm/s) and high (some cm/s) ranges
of burning rate. A method of determining the static and dynamic
stability boundaries will be described and their dependence on
several parameters will be discussed. Finally, a method of
specifying the range of parameters for which self-sustained
oscillations are the only allowed stationary reacting solutions
(limit cycle phenomena) will be described.

8.1 Current Status of the Theory of Nonlinear Dynamic
Stability of Solid Propellant Combustion

The question of the dynamic extinction by depressurization
and, in general, of the burning stability has been well debated
in the technical literature,148-156 but few works have been
really constructive. The erroneous application of the quasi-
steady gas phase assumption, 9 1 the strong limitations due to the
use of linearized theories, and the empirical nature of several
of the proposed criteria1 4 9 ,1 5 0 are the most serious drawbacks
in this area. For a critical review, the interested reader
might wish to consult the work by Merkle. 9a A paper by T'ien1 2 3

is the only one aimed directly at establishing an extinction
criterion for fast depressurization. Merkle did not formulate
any criterion; indeed, in his work in order "to facilitate the
actual detection of extinction by the computer, an 'extinction'
temperature (analogous to an ignition temperature) of 600 K
[6s = 0.43] was specified" (p. 64 of Ref. 90b), below which all
chemical reactions were considered unimportant. Likewise, no
criterion has been formulated so far for the case of dynamic
extinction by fast deradiation reported by the Princeton group
(see §4.4 of this work and Ref. 77).

T'ien123 argues that heat losses are the mechanism for
both static and dynamic extinctions of solid propellants;
this view is not fully ihared in this instance (see §8.8).
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In any event, T'ien concludes that for depressurization transients,
if the instantaneous burning rate drops below the unstable
burning rate solution at the final pressure, extinction will
occur. T'ien1 3 9 derives his quantitative criterion from another
study by him of flammability limits of premixed flames under the
influence of environmental disturbances. A somewhat similar
result will be obtained here by following a completely differentapproach.

The line of research evolved within the franmework of the
mechanistic (Zeldovich) approach has been unable to reach truly
meaningful conclusions so far about the dynamic stability bound-
ary. Istratov, et a1 1 5 7 in 1964 used an integral method in order
to determine an approximate solution to the unsteady nonlinear
energy equation in the condensed phase of a propellant burning
with constant surface temperature. Extinction was assumed to
occur when the surface thermal gradient on the condensed side
exceeded a critical value corresponding to the static stability
line. This is a serious mistake, since nothing can really be
said a priori about the possibility of a dynamic burning regime
in a range of burning rate that is statically unstable. Here
a similar mathematical formulation has been used. but completely
different results have been found. Novozhilov,I18 in 1967,
improved the previous model by considering a variable surface
temperature and recognizing that dynamic burning is allowed
also in the range of parameters where statically stable solutions
are not found. Extinction is then assumed to occur when the
burning rate at the final pressure drops below a limiting
value '-stablished experimentally in nonstationary burning con-
ditions. This criterion heavily relies on very delicate experi-
mental results and, moreover, fails to ass~in any premonitory
signal, if any, about the approaching of t),% limit.

This question of a possible early warning of ext..,ction
during a depressurization transient evaluated via the9 eldovich
method was examined in a paper by the Princeton group in
1972. The possibility was checked that the crossing of the
static stability boundary is sufficient to subsequently produce
dynamic extinction. No clear answer to this question was given.
The position taken here is that the static stability boundary has
only secondary relevance in a dynamic situation. Indeed,
according to the same Princeton reference, "the dynamic con-
ditions of extinguishment tend to shift the stability line"
(p. 257 of Ref. 92). More extensive work 1 2 1 in this area also
failed to reach any significant conclusion. In any event,
Novozhilov, in 1973, observes that this "question requires
certain information about the propertiZ of the system outside
the area of smooth burning. Such information cannot be obtained
from experiments on steady state combustion. For the calculation
of unsteady conditions in the unstable region it is necessary
to draw on certain schemes of combustion, which make it possible
to predict the properties of propellants beyond the (static]

If
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stability limit." (p. 216 of Ref. 158). In other words, the
author admits the failure of the mechanistic approach in this
respect and recognizes that burning in the statically unstable
region can be treated only with a flame model. However, the need
for more advanced treatments in the framework of flame models
is advocated in Ref. 159.

In this work, quantitative criteria for dynamic extinction
are defined by means of the MTS flame model. An integral ap-
proach is used in order to apply known mathematical methods to
the resulting approximate ODE formulation. The integral approach
has been aplied to several burning problems by Soviet investi-
gators. 2 4 , 1 7, 1 6 0 , 1 6 1 Somewhat simpler use has been made also
at Princeton. 3 , 1 6 2 Within the framework of this approximation,
the static stability analysis associated with intrinsic random
disturbances is given in §8.2, while the dynamic stability analy-
sis associated with finite size disturbances following a mono-
tonic decay of externally controlled parameters is given in §8.3.
A restrictive comment about quantitative criteria for dynamic
extinction is made in §8.4. A general discussion (§8.5) on the
possible equilibrium configurations of heterogeneous combustion
waves, unreacting or steady reacting or self-sustained oscillat-
ing, and more specific considerations (§8.6) on limit cycle
phenomena related to burning solid propellants are offered in
the next two sections. Further comaents on the dynamic burning
regime in §8.7 and a summary of the findings in §8.8 conclude
the chapter. The reader should note that the dynamic stability
analysis heavily relies on the static stability analysis.

8.2 Nonlinear Static Stability Analysis

In this section the integral approach used for reducing the
PDE problem to an approximate ODE problem is briefly described.
Comments on the validity of the approach are given where appro-
priate. The reader should pay more attention to the physical
interpretation of the results than to the mathematical formulation.
This section gives the basis for understanding the subsequentdevelopments.

Basically, the mathematical method is the one set up for the
first time by Von Karman and Polhausen in the study of boundary
layers and later generalized by Goodman, among others, to a
large number of thermal problems. The method can be extended
to any other problem described by nonlinear PDE of parabolic
type. In the present case, the approach consists of defining a
parameter 6(T), called the penetration distance of the thermal
wave in the condensed phase, "such that for fxJ > S(T) the
[propellant] slab, for all practical purposes, is at an equil-
ibrium temperature and there is no heat transferred beyond this
point" (p. 53 of Ref. 163). The evolution in time of the thermal
profile in the condensed phase is obtained by following the time
history of the penetration distance propagatina into an intially
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uniform temperature field. Within this penetration layer, pro-
gressing in time, the qualitative space distribution of tempera-
ture is assiued known a priori; but note that, in so doing, the
integral balance of thermal energy in the condensed phase is
preserved. In other words, the limitation imposed by making the
transformation from PDE to ODE formulation is an approximate
solution of the local space distribution of temperature; this
is not such a serious drawback because the interest is in the
time evolution of the surface temperature. In any event, several
investigations found an error of only some percents for various
cases in which both the exact and the integral solutions were
evaluated. For example, see Fig. 5 on p. 89 of Ref. 163 showing
the temperature time history at the surface of a semi-infinite
slab with triangular surface heat flux.

In order to get a deeper understanding of questions related
to the integral method as applied to thermal problems, the
interested reader might wish to consult the excellent review by
Goodman 1 6 3 and the references given theie. Reading of Refs.
164 and 165 might help the reader to put the method in the right
perspective. In any event, before getting involved in mathe-
matical details, the reader should be warned about the limits of
the integral method. it is obvious that any solution obtained by
the integral method contains, hopefully, small but irrevocable
errors in the final numerical results. The question of how
to improve the accuracy then arises. It has been argued that
"there is no a priori guarantee that increasing the order of
the polynomial (used to represent the space distribution of the
unsteady temperature profile] will improve the accuracy. Although
the accuracy is frequently improved with this technique, it can
be demonstrated, nonetheless, that there are cases for which it
actually worsens" (p. 96 of Ref. 163). In this same reference
it is suggested that the method of weighted residuals provides a
very efficient method for improving the accuracy of the results
obtained by using the integral method. As a hint for future
work, the method of weighted residuals is now briefly described.
Suppose an approximate solution en(X,t) of a given nonlinear
operator L [e.g., the condensed phase energy equation of
Eq. (6.5.2)] is somehow known. The solution 6n is such that
all boundary conditions are satisfied and n unknown parameters
are contained. For an exact solution 0(X,T) one would find

L(e) = 0

For the approximate solution en(X,T), instead, one finds

L(en) =n

where cn is a residual. A solution en which makes En
conveniently small in some sense is sought. In order to do this,
we set equal to zero the average (over all space) of product of

i
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the residual en by a weighting function wj

wjL(e n)dX =0 j = ,2,...,n.
X

The solution has to satisfy the above equation. Since the solu-
tion On contains n unknown parameters Cnj, n different
weighting functions are required to defining ;n. The weighting
functions w- may be the independent variables x), for example,
or the depenaent variable OR or any other reasonable function.

For the remainder of this work, a simple integral method
will be implemented. This can be considered a special case of
the method of weighted residuals when just one parameter (the
penetration distance 6) and one weighting function (wl = 1)
are considered. Under these circumstances, the above equation
reduces to the he&t balance integral (see below). The solution
will be assumed to be a cubic prcfile (see Eq. 8.2.5) in space.
Since, as stated above, the integral method assumes a uniform
initial distribution of temperature, a new nondimensional vari-
able is defined:

(8.2.1) u(X,T) B (X) - e(XT)

where Ti(X) is the initial s.s. distribution of temperature
and 0(X,T) is the temperature distribution following some
perturbation. The new variable u(X,T) may therefore be con-
veniently interpreted as the finite temperature disturbance
propagating inside the condensed phase and superimposed on the
initial temperature distribution after the action of perturbation.
At the initial instant T = 0, by definition O(X,T) = Wi(X)
and u(X,r) = 0. Suppose now that, in the following instant, a
perturbation starts acting on the system and makes u(X,T) # 0:
the goal of the analysis is to determine the ultimate effect of
such a temperature disturbance after waiting a period of time
sufficiently long for the perturbation to disappear. In con-
trast with the previous linearized analysis, no assumption is
made as to the size of the temperature disturbance.

The analysis will be restricted to the case of an opaque
propellant (in the sense discussed in §A.2). The basic set of
nondimensional equations for an opaque propellant burning at
constant (initial) pressure PPi, while subjected to a radiant
flux of constant (initial) intensity Fi is:
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+ RR, a2 e

e (X , ) 0I 0
(iRR H + (1- r) Fi

C, S g'

where RR(T) is the burning rate defined by the Arrhenius or

KTSS or any appropriate pyrolysis law and (Xc/Xg.)(9)6/Ws
is the nondimensional heat feedback law defined by the S (or

any appropriate) flame model. In terms of the disturbance tem-

perature u(X,x), the set of equations is:

aU dW.i a2 d 2 ri II PDE
3x- = - = X--(

dX 
> 0

u = 0) = 0 IC

(8.2.2) u(x÷ -e,T) = 0 BC2

Ar ~X rdTv
.. j rau isg,s •=x•- g,s + RR•H+

-el - (l-r) .F 1  BCU

1 -1-ts~e (Ti us(,TT ref + T ref

where RR(t) = e s~rf iTref

or RR(U) = - us(T)l

and (Xg/xc)(au/ax) gs is defined, e.g., by the MTS flame model.
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Notice that at T = 0, the surface energy balance is

-~ - (1 - r) • F. = -RiR. " H

(8.2.3) (-1wjc, s Fc . Hg,

s,ref refT~ Ts,ref T Ts,ref
where •. e Arrhenius

pyrolysis

or RR =s KTSS
oI Ss pyrolysis

Therefore, BCE of Eq. (8.2.2) can be written as

(8.2.4) (U) - -.2)X C's Cs g,s 2 4

In what follows, the integral method will be applied without
further explanations other than what has been said at the begin-
ning of this fgtion; for a~plications similar to the one made
here, see Kuo or Peretz. We first assume a cubic dependence
of the disturbance temperature on the space variable:

(8.2.5) u(X,T) K0 (T) + KX(T)-(X) + K2 (T)-(X) + K3 (T)'(X)

Comments about the implications of this particular thermal pro-
file are given below. The above four coefficients Ki(T) are
to be determined from the boundary conditions which express no
disturbance (up to the second derivative) at the cold end of the
penetration depth and the energy balance at the hot boundary of
the penetration depth. With our formulation this implies:

au
1. -ý-x = 0,T) = (Ux)c,s

2. u(X = X6 1 T) = 0

(8.2.6)
3. u(x = X 6 ,T) = 0

2u4. =(X X,) = 0

ax
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where x -6 is the penetration distance to be obtained below.
After aliebraic manipulations, one obtains for the unknown pro-
file! of the disturbance temperature

u(xT) (ux)s 'S

For X = 0 we get at the surface

u(X = 0,T) - us (u)
V~ t*%S 3

from which we can express the unknown penetration depth as

3u
(8.2.7) 6(T) =

The disturbance temperature profile is then given by:

(8.2.8) u(X,T) = us 1 + T3

where us(T) is the unknown surface temperature disturbance to
be determined. It is obvious from the above relationship that
the time history of t!e disturbance temperature is restricted
to disturbance thermal profiles monotonically decaying in space.
Indeed, there is no way for a cubic profile to accommodate an
inflection point. This difficulty may be overcome by "allowing
a new penetration depth to begin propagating at each maximum or
minimum" (p. 96 of Ref. 163) of the heat input into the con-
densed phase. However, this procedure will not prove necessary
here, since testing both the static and dynamic stability does
not require a detailed knowledge of the structure of the thermal
profile.

As a second step, a space integration is performed over
X from 0 to (-6) of the PDE:

x6.=Usa_.+2 d2 _j
6 au X a dX 3Xa ax d2 J

{-(Rc

101
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where I AW.)~4(X =0) -. (X =-6)

(8.2.9)

tdX de-- - ..(X = 0) - - (X = -6)

Upon substituting the approximate profile found above, one obtains

3 d [ _ s _RR .A(yi) + t•' (X)'-s +(8.2.10) - ;r a= R+[

Since (ux)cs = f(us(T);PP,F) one can write for the burning
rate relaxation (at constant pressure and radiant flux)

d(Ux) , dus cXs

(8.2.11) a'S s

(U CSIPP,F =const

which can be evaluated once a flame model (in this case, the MTS
one) has been established. After manipulations, the following
ODE for the time dependent surface temperature disturbance is
obtained

(ux) RRU-(u + A - RR-A(fi)dus 2 c,'s ,. u1

1--

(8.2.12) 2 c, PPau 'c's PP,

U(T = 0) 0

which is approximately equivalent to the initial PDE + boundary
conditions formulation. Notice that in the above equation Ti(X)
is known (see Eq. A.2.5), that only the surface temperature
appears, and that the denvminator (evaluated according to the
MTS flame model) is found to be always positive in the range of
/alues of interest.

The above nonlinear ODE in us(T) also describes the re-
sponse of the system when a finite departure (frcom the stationary
value) of the surface temperature us(i=O) # 0 occurs for
intrinsic reasons, ir a propellant initially burning steadily at
a given ambient temperature, pressure, and external radiant flux
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intensity. If one wishes to know the whole temperature profile,
he has only to substitute Us(T) in Eq. (8.2.8), evaluate 6(T)
from Eq. (8.2.7) with the help of Eq. (8.2.4), and then use the us(r)
definition (Eq. 8.k2.) in order to determine the resultant tem-
perature profile.

Considerations of a general character on the stability of
the system described by Eq. (8.2.12) can now be made. According
to the theory based on the Lyapunov theorems, a given equilibrium
configuration of the system is asymptotically stable if

u (T) * 0

or for T

M(X,T) ÷- W(X) 3
In other words, the system is (asymptotically) stable if the
disturbance disappears at large time and the system returns to
its initial configuration. Following Lyapunov (p. 216 of Ref.
166), Eq. (8.2.12) can be written as

dus
T = - f(uj)

or, considering the US(T) definition (Eq. 8.2.1), as

de
(8.2.13) d + = + - 0 )

One can then think of the chemically reacting system comprised
of the burning propellant as analogous to a mass-spring type
mechanical system withthe nonlinear characteristic f(Ti~s - es).
In what follows, the function f(ji,s - B.) will be called the
nonlinear static restoring function.

bfrConsider the qualitative plot of Fig. 31a and Fig. 31b
before examining the quantitative plots of Figs. 32-35. Quanti-
tative plots of the function f(Wi,s - 6s) vs 8. are given in
Figs. 32 to 35 for the propellant AP/PBAA #941 having the proper-
ties listed in Table 7. They have been obtained by assuming a
modified (see below) Arrhenius-type pyrolysis law at the surface and
an MTS type of flame model. According to Eq. (8.2.13), all the
points (algebraic roots) for which f(Fis - 8Q) = 0 define
possible equilibrium configurations for the burning propellant,
since they correspond to des/dT = 0. It is seen in Fig. 31a
that, in addition to the trivial 8s = C (unburning propellant,
root C), two more equilibrium solutions (roots A and B) are
allowed, in general, for a given set of parameters. Let us con-
sider the equilibrium configuration corresponding to root A.
Suppose that, for some unspecified reason, the burning rate RR
or the surface temperature 6s increases a finite amount; then
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the burning_propellant is no longer in a stationary configuration,
dfs/dT = f(Oi,s - 6s) is negative, and the system reacts by
decreasing its surface temperature. Conversely, if for an un-
specified reason, the surface temperature of a propellant burning
according to the configuration of root A decreases, the system
reacts by increasing its surface temperature. These movements,
around point A, are indicated by arrows in Fig. 31a. :t is con-cluded that the equilibrium configuration corresponding to root A
is stable because, when disturbed, the system always moves back
toward A. By the same arguments, it is concluded that the equil-
ibrium configuration corresponding to root B is unstable; any
disturbance yields movement away from the point. Therefore, in
steady state experiments, only solution A is observed.

If the set of parameters is changed, for example the pres-
sure is increased from P to PI, the initial condition of the ODE
(see Eq. A.2.5) is changed so that a new pair of roots, A1 and
Bl, is found in addition to the trivial es = 0 of root C. Again,
root Al defines a stable equilibrium configuration, while root
Bl defines an unstable equilibrium configuration corresponding
to the new set of parameters. Likewise, a new pair of roots,
A2 and B2, in addition to the trivial 8 s = 0 of root C, is
found if the pressure is decreased from P to P2. It follows
that the 8s axis in Fig. 31a includes, in addition to the
.:rivial solution of nonburning propellant at the root C, a
segment of stable solution Ai and a segment of associated un-
stable solution Bi (each pair of roots corresponds to a given
set of parameters).

It should be explicitly observed that the trivial 8s = 0

solution may be obtained only if the exponential Arrhenius-type
pyrolysis law for mass production at the surface is dropped.
For purposes of this study, it is convenient to assume the
exponential form as standard pyrolysis law for most of the sur-
face temperature range, while the KTSS power form is considered
valid at low surface temperature values. The two pyrolysis laws
are arbitrarily matched at Os = 0.15. Obviously, the trivial
Os = 0 solution implies that no external energy source (e.g.,
radiation) is acting on the solid propellant.

The qualitative picture of Fig. 31a illustrates the general
behavior of the static restoring function when the pressure is
varied parametrically at fixed ambient temperature and surface
heat release. The behavior of the static restoring function when
the surface heat release is varied parametrically, at •.ixed
ambient temperature and pressure, is illustrated by tha qualita-
tive picture of Fig. 31b. Of course, all previous considerations
hold true. For example, when the surface heat release is low
enough (in a sense which will be better understood below), the
system described by Eq. (8.2.13) behaves again according to the
static restoring function represented by curve CBA (Fig. 31b).
However, for increasing values of the surface heat release, it
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is found that the static restoring function is represented by
curve CBIAIDIEI. This is rather surprising; in principle, there
are now five equilibrium configurations for this system.

Based on the previous analysis, however, it is immediately
recognized that C is the stable equilibriun solution for the
unreacting state (trivial solution). But further discussion is
required to understand the nature of the remaining four roots.
This is most easily accomplished by considering the steadý state
energy balance of the overall combustion wave. For example, the
graphic plot of Fig. 25 suggests that for each set of parameters
only one solution exists for the reacting state. Conventionally,
let us call A that particular root of Figs. 31a and 31b corres-
ponding to the energy balance solution of Fig. 25. It follows
that root El, although stable according to Lyapunov, is eliminated
as being a reacting equilibrium solution. The remaining roots
B-1 and Dl are, then, both unstable equilibrium solutior for the
reacting state.

For further increase of the surface heat release, it is
observed that A- and D-type roots respectively increase (moving
to right) and decrease (moving to left) in the plot of Fig. 31b,
until coalescence and then crossing over occur with exchange of
stability character. This important point will be discussed in
detail later (see §8.5). For further increasing of the surface
heat release, B- and D-type roots disappear after coalescence,
while both A2 and E2 roots, for different reasons, are eliminated
as being stable reacting solutions (curve CA2E 2 in Fig. 31b).
Under these circumstances, it follows that the only allowed
solution is the trivial unreacting configuration represented
by root C. Any attempt to produce a stationary combustion wave
with a static restoring function of type CA2 E2 will inevitably
result in extinction. This type of extinction, however, cannot
be qualified as "dynamic" (see §8.3 and §8.5).

The implications of the different shapes of the static
restoring functions will be discussed throughout this chapter.
Now, a most important feature common to all static restoring
functions is emphasized. The specific surface temperature
value, e0, at which the pair of solutions AS stable and
BS unstable coalesces, at a given pressure (Fig. 31a) and for
a given set of parameters,

S 0 es
1 1 5

defines the branching or metastable point at that pressure (and
for that set of parameters). Corresponding to this special value
of the surface temperature a change of the character of stabil-
ity occurs at the given pressure, in that for es < A• all
the equilibrium solutions at that pressure are statically unstable
(roots Bi) while for 6s > 6s all the equilibrium solutions at
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that pressure are statically stable (roots Ai). Therefor_, the
branching point at g given pressure isolates the critical static
stability value, es, of the surface temperature at that pres-
sure. Constriction of the static stability boundary on the MTS
plane RR vs q , in a range of pressure, consists of connecting
the critical satic stability points defined for each pressureof interest in the wanted range. This implies the search of the
branching point at any fixed pressure. A method of implementing

i the search is discussed below.

The above stability arguments can be put on a quantitative
basis by means of the "first" Lyapunov criterion. According tothis, the solution of the nonlinear autonomous ODE of Eq. (8.2.13)

is stable in the neighborhood of a point 8* if

df " iss < 0

at the point of interest G*. The physical meaning of this
criterion has been explained above. In keeping with the spirit
of this physical interpretation, the strength of the stability
of the solution at a point 8* may be measured by the magnitude
of the derivative df/d0s evaluated at 8s = 8%. How this value
is affected by typical parameters is discussed below. In theexceptional case of a branching, or metastable, point in which

the unstable and the stable solutions coalesce, the above first
criterion is not valid. In the present situation, however, it
is enouq to say that the point eS is stable from one side(8s >8eS + e) while it is unstable on the other side (8s <

-c), so that, overall, the point 8s is said to be unstable.
It should be clear that the first Lyapunov criterion (used formeasuring the strength of the stability) is essentially a
linearization criterion of the originally nonlinear ODE. However,
it is plausible that both roots C and A are stable to finite dis-
turbances of an unknown size, also. The extent of the stability
region around the stable roots could be estimated by the
Lyapunov "direct" method; but this is not one of the purposes
of this analysis. Physically, it is expected that the range of
stability of C root (always stable) is limited upward by B while
the range of stability of A root (if stable) is limited down-
ward by B. But dynamic effects may increase the range of stability
of C root against the range of stability of A root.

The effect of the ambient pressure on the static restoring
function f(ris - 6s) plotted vs the nondimensional surface
temperature 8s is illustrated in Fig. 32 for the indicated set
of parameters. An increase of pressure implies an increase of
the stable equilibrium surface temperature, but a less pro-
nounced increase of the unstable equilibrium surface temperature.
The strength of the stability is enhanced by an increase of
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pressure; numerical values are listed in Table 9. Curves are of
the type CBA (see Fig. 31a), except at P = 10 atm; this will
be discussed in detail in §8.5. Similar comments hold true as
to the effect of an external radiant flux on the restoring
function (Fig. 33). It is important, however, to note that an
increase of the external radiant flux decreases the unstable
equilibrium surface temperature and above a certain value of
radiant flux intensity (e.g., 40 cal/cm2 -s for the set of param-
eters in Fig. 33) no more unstable solutions are found. This
implies that, in principle (see §8.3), at each pressure a minimum
value of external radiant flux intensity exists above which the
dynamic boundary can no longer be defined. The effects of surface
heat release (Figs. 34a and 34b) are more involved and will be
discussed in detail in §8.5 and §8.6. Note, however, that for
increasing values of the surface heat release, the behavior of
the static restoring function shifts from a CBA-type (see Fig.
31a) curve for Qs = 150 and -158.2 cal/g, to CBADE (see Fig.
31b) for Qs = -170 and -180 cal/g, and to CBDAE for Qs =
-200 cal/g with A-D roots coalescence occurring at Qs = -190cal/g. This implies that at 30 atm, the system will show dynamicstability effects not only in the low range of surface tempera-

ture (root B in Fig. 31a) but also in the large range (root D
in Fig. 31b). The effects of ambient temperature (Fig. 35) are
of little interest in the range investigated. Values of the
stability strength in various conditions are summarized inTable 9.

The attention of the reader has already been called to the
fact that the most important piece of information in this non-
linear static stability analysis is the value of the surface
temperature corresponding to the branching point at any given
pressure. A general method (based on nonadiabaticity of the
propellant) for solving this problem is mentioned in §8.8.
However, for the specific case of a solid composite propellant
in the range 2 - 40 atm, the search for the branching point may
be performed immediately, although not rigorously, based on
observation of the physical processes. Consider the qualitative
picture superimposed in Fig. 36 on a standard MTS flame model
plot. Recall that burning rate and surface temperature are uni-
vocally related by an appropriate pyrolysis law. Therefore, it is
irrevelant to define the branching point in terms of burning
rate or surface temperature. Now, as schematically indicated in
Fig. 36, the branching point is determined at each pressure by
the geometrical condition of vertical tangent, i.e., infinite
slope or maximum heat feedback. Indeed, for es > eg. a change
of burning rate or surface terperature produces opposing effects
on the thermal gradients at the surface from the condensed and
the gas phase sides; for example, the former increases but the
latter decreases when the burning rate is disturbed upward.
This competition is the stabilizing mechanism. For es < 6S
a change of burning rate affects, in the same direction, both
thermal gradients; this is destabilizing. Just at the point with

I
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vertical tangent, the two unstable and stable static roots
As = Bs coalesce and an exchange of the stability character of
the solutions occurs; therefore, we may identify this point as
the wanted branching or metastable point O6. For 6s = 6S thebehavior of the system depends on the direction of the perturba-

tion. Now, in order to construct a static stability boundary
in the plane RR vs4q, it is enough to connect the branching
points GS assogiated with each pressure. This boundary
separates the region where static solutions are allowed from the
region where no static solution can be found.

The following observations are of concern at this point.
This analysis giies more general and more reliable results
than the previous linearized analysis (Chapter 7). There are
two reasons for this: (1) we dropped the strongly restrictive
assumptions of linearized equations and infinitesimal disturbances,
and (2) we adopted a more general flame model. In principal,
this type of analysis ma'; be applied to any heterogeneous defla-
gration wave, provided a proper flame model is furnished. For
the specific system (a composite solid propellant) presently
dealt with, a reasonably ,complete picture of the static stability
properties was obtained with little effort as compared to other
types of stability analysis.

In conclusion, let us summarize the findings of this section.
Within the accuracy of an unsophisticated integral method approach,
it has been shown that for a fixed set of parameters (if the sur-
face heat release is low enough):

1. two equilibrium solutions exist for the surface tempera-
ture of a burning propellant, in addition to the tivial
Os = 0 corresponding to a nonreacting configuration.

2. of the two equilibrium states, one is stable (df/d0s <
0), while the other is unstable (df/des > 0).

3. the exceptional case of a branching (or metastable)
point, in which the stable and the unstable solutions
coalesce, corresponds to the nonlinear static boundary
point.

4. the branching point may be determined by the intuitive
approach illustratpd in Fig. 36.

Within the accuracy of the integral method approach, it
has also been shown that increasing the surface heat release
(for an otherwise fixed set of parameters) the following facts
are observed:

5. a new pair of roots, Dl unstable and El stable, appear
in the high burning rate region (see Fig. 31b).
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6. roots A and D approach until coalescence (with stability
character exchange) occurs. The steady state reacting
solution (root A), stable before coalescence, is unstable
after.

7. roots B and D approach until they merge and disappear,
so that only C, A2, and E2 roots are left (see Fig.
31b).

For all cases, the steady state energy balance is verified
only at roots C (unreacting mode) and A (reacting mode). There-
fore, these are, in general, the only allowed stationary
solutions and can be observed either experimentally or theoreti-
cally as long as they are stable. But increasing surface
heat release displaces the reacting parameters toward faster
regimes with loss of stability of root A: this also, then,
becomes unobservable.

With this background, one is now ready to approach the more
difficult but fruitful area of nonlinear dynamic burning.

8.3 Nonlinear Dynamic Stability A.nalysis (Dynamic Extinction)

In the next four sections (§8.3 - 8.6) we examine the general
problem of the behavior of a propellant initially burning stead-
ily under a given set of external parameters, then subjected to
arbitrary but known changes in time of radiant flux intensity
and/or pressure. In this section, inquiry iz made, in particular,
about the possibility of dynamic extinction of the propellant
even though it may be capable of statically stable burning for
the given final set of external parameters. It is expected that
this will be a function of the rate of decrease of the external
parameters from the initial set of values. Specific reference
to this question will be made, but the overall line of attack
is of a general nature.

Two broad hypotheses are made as to the burning propellant:
quasi-steady behavior of the gas phase (with all the related
assumptions of §6.5) and, in order to apply the integral method
without excessiv3 difficulties, optical opacity of the condensed
phase. This second hypothesis is relevant in the case of radiant I
flux change, but it is not expected to affect the conclusions
in a significant way, as will be liscussed at the end of this
section.

The approach followed in the previous section will now be
generalized: let u(X,T) again be the disturbance temperature
in the sense already specified. The basic set of equations is
easily derived from §8.2.

I •
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(8.3.1) u(X,t) - (X) - 8(X,t) definition

known from the
(8.3.2) T.(X) = f(X;PPi,Fi ... ) initial s.s.

configuration

BU Du a2u d i d2 . II PDE
RR*_+ = + RR* dx = X=(O-a),-r>O

u(X,T = 0) 0 IC
(8.3.3) u(X+-),T) 0 BC2

11 )c, gi +RReH +

C's

(8.3.4) RR(It) a pyrolysis law

(8.3.5) 14TS flame model

(8.3.6) P(t) and F('r) externally assigned

Using Eq. (8.2.3), BCI of Eq. (8.3.3) is written as

(8.3.7) (ux) = XI(Ux)gs - H.(MRi - RR) + (1 - r)°(Fi - F)
c

Since (us) c = f u 5 (T); PP('), F(T) Eq. (8.2.11) for t a time

derivative of the thermal gradient at the condensed phase side
is then generalized to

d(ux d (u xdP

(8.3.8) dT T- + dT+
-PP,F F,us

-(1- dF
r)-

U-T
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This can be explicitly written as

F duCd S= _i / (uX) + H.RR +
g, s 1PP

a (UX~,

Ps - (il-r)
s

which can be evaluated once a flame model has been chosen and
the laws PP(T) and F(r) have been externally assigned.

The above formulation of Eq. (8.3.3) of the problem in terms
of the PDE + boundary conditions is now transformed to an approx-
imate equivalent ODE formulation by means of the integral method.
The first step is to define the disturbance temperature profile
in the condensed phase. The same cubic law as in Eq. (8.2.5)
is assumed. Since the four boundary conditions are formally
the same as in Eq. (8.2.6) again the following approximate dis-
turbance temperature profile is obtained:

(8.3.9) u(XT) = U (l + X16)

where, again, the penetration depth is given by
3us

(8.3.10) 6(T) = (u 5

C's

In other words, this first step is formally a copy of the cor-
responding portion of the previous section except for the sub-
stitution of Eq. (8.3.7) for Eq. (8.2.4) as far as (uX)c s is
concerned. The second step is to integrate the PDE of Eq:
(8.3.3) over the space variable from X = 0 to X = -6, taking
into account BCE and BC2. This also is formally a copy of the
corresponding portion of the previous section, except for the
appropriate evaluation of (ux) s" Therefore, one obtains
again the following differentiai expression:

(8.3.11) T - us (U -'(ýi + A
CS

where the symbol A has been defined in Eq. (8.2.9). The final
step is to substitute Eq. (8.3.8) defining the time derivative
of (uX)c,s into the above differential expression. One obtains,
after manipulations, the following ODE formulation of the problem:
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du5  lx RR~u5  (u (X) - RR-A (Ti)+A~d-J

•aT-=- • Us1 Us [alux)cs

(8.3.12)Fu

c1PP,F

Us(T = 0) = 0

which generalizes the previous Eq. (8.2.12). The above ODE

describes not only the response of the system to finite size
departure of the surface temperature, u0(t = 0) ) 0 but given,

from the stationary value due to intrinsic perturbation sources
acting on the system (static stability), but also it describes
the full history of the disturbed surface temperature subsequent
to any arbitrary but externally assigned change in time of con-
trolling parameters such as pressure and radiant flux intensity.
The dependence of the fate of the disturbed surface temperature
on the rate of change' in time of the controlling parameters is
the focus of the dynamic stability analysis. Also in this
respect, the formulation of the problem is ixot complete without
assigning

PP = PP(T) being PP(T= 0) = PP.

F = F(T) being F(T=0) = F i

Typical, but by no means necessary, laws are:

(8.3.13) PP(t) PP. - (PP. - PP)(1 - e >0
2. f

-Br T
(8.3.14) F(T) Fi - (Fi -Ff)( e T>O

describing the forced transition of the system from an initial
s.s. configuration corresponding to point I (see Fig. 37) toward
a final allowed s.s. configuration corresponding to point F (note
that the system may extinguish instead of reaching the final s.s.

_J
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configuration). The coefficients Bp and Br are two nondi-
mentional assigned ccnatants upon which the rate of decrease of
PP(T) and F(T), respectively, depend. These specific laws are
considered as representative of the experimental depressurization
tests performed among others by Merkle90 and of the deradiation
tests performed at Princeton University. 7 6 - 7 9  f

The objective here is to predict when an allowed static
transition (realized through a succession of exclusively s.s.
configurations) becomes forbidden if one attempts to realize it
in a'q.s. fashion. In order to illustrate the physical situation,
let us consider a pure deradiation transient performed according
to Eq. (8.3.14) on an opaque propellant with fixed pressure
PP = PPi. Such a transition is represented by a dashed line in
Fig. 37a. It is assumed that I and F are both statically
stable points. If an undershoot occurs, the transition will be
dynamically stable only ifa recovery point (defined in Fig. 37a
_s the point where dRR/dT = 0) occurs. Dynamic stability means
than an inquiry is made about the possibility of the occurrence
of a recovery point.

In order to determine the location of a dynamic stability
boundary (if it exists) on the standard RR vs qg plane used
for the MTS flame model, we heuristically follow the same approach
as for the static stability boundary. First, a definition is
sought for a critical dynamic stability point at a given pressure
and, second, a connection is made of all the dynamically critical
points in the desired range of pressure. The critical dynamic
stability point may now be identified with that special value OR
of the surface temperature, if any, such that extinction necessar-
ily follows when the surface temperature is even momentarily less
than this special value. All points Os < OR (Fig. 38) are
"no-return" points since they do not allow recovery, while all
"Points Os > oD are possible "return" points since they do allowry i
recovery. The critical dynamic stability point, if any, is
isolated by the coalescence of the return with the no-returnpoints.

In the case of deradiation only according to Eq. (8.3.14),
the general expression of Eq. (8.3.12) may be specialized to

(8.3.15) fds a " . - g(T,. 6 s;B- i

where
-Br TUi r)- (Fi - f).e

g(T > 0 = -r "Br(F

c,s c-s]
(8.3.16) u a -PP,F

g(T-< 0 s - u)) 0
i's 5
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The dynamic stability analysis requires consideration of the non-
linear ODE of Eq. (8.3.15). The basic difference from the static
stability analysis is that the rate of return of the surface tem-
perature toward the equilibrium value now depends explicitly on
time, so that no a priori analysis is possible. However, Eq.
(8.3.15) shows that the rate of the response of the system can be
separated in two terms: of these, f(Ti,s - 8s) is the "autonomous"
contribution discussed in the previous section while g(T,is - es)
is the "nonautonomous" contribution due to the finite disturbance
subsequent to a given deradiation law.

The main interest is the asymptotic behavior of the system
for r T (i.e., times much longer than an external character- J
istic time scale): to predict whether the final stable equilibrium
point F or the trivial solution es = 0 will be reached
(Figs. 37a - 37b). For the wide range of controlling parameters
varying in time according to monotonically decreasing functions,
the qualitative behavior of the nonautonomous term g(r,'i8s - 8s)
may be portrayed. Indeed, Eq. (8.3.16) shows (see Fig. 37C - 3 7a)
that:

1. qI T!.gr0"",. -8 > 0 at any instant following

the beginning of the transition, since the demom-
3nator is found to be a positive quantity in the
range of interest.

2. g0r.,airs - 8s) 0 asymptotically in time.

It follows that before and after (for T-1) the externally con-
trolled transition, the rate of return of surface temperature
toward the equilibrium value is governed by the (autonomous)
nonlinear static restoring f-mnction f(Ti,s - 8s), i.e., Eq.
(8.3.15) reduces to Eq. (8.2.13) whose properties have been
already illustrated in §8.2.

A qualitative picture of the behavior of the system governed
by Eq. (8.3.15), under the conditions specified by Eq. (8.3.17)
and for given initial conditions, can be portrayed in the plane
des/dT vs 6s (Fig. 38). The points I' and F (cf. Figs. 37a-
37b and 38) are respectively the statically stable initial and
final equilibrium configurations. All trajectories (representing
the history of the system) in Fig. 38 start from the point I and
terminate either at the point F or at the origin of the axes
(dynamic extinction). In the qualitative portrait of Fig. 38
the nonlinear characteristics f(i,-- - es) at T-0 and
Sf(Tf s - B.) at T-- have been represented. On the horizontal
axis, the nondimensional surface temperature corresponding to
the branching point 8• at the operating pressure has been
marked. This value (statically qritical point) separates the
statically stable points (IF...) from the statically unstable
points (L,M...). Notice that in Fig. 31a, points I,F... corres-
pond to stable roots of type A, while points L,M... correspond
to unstable roots of type B. For a q.s. transition, the trajectory

tI
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starting from point I progresses into the negative half-plane
des/dT < 0, since the term g(r,eis - es) initially dominates
the term f(Ti, - 6.) in the ODE of Eq. (8.3.15). But tae
sketch of Fig. 17d shows that %(Tr,eis - 8e) decreases monoton-
ically toward zero. When g(T,6i• - 8o) gecomes negligible
compared to t(Oi,s - 8e), the latter term might drive the
trajectory toward the final point F.

The rate of return of the surface temperature toward equilibri-
um for rT- is controlled only by the autonomous term. This means
that, in the disturbance history, it is the intrinsic stability
of the final state that tends to govern the behavior of the system.
Therefore, at a given value of pressure, the critical "no-return"
point is defined by the statically unstable root 8s (point M)
associated with the final statically stable root Tf-s (point F)
through the function f(-f,s es) it will Le noticed
that the whole segment between iss and eD is statically
unstable but allows a dynamic burning regime. The unstable root
8D in Fig. 38 represents a limiting condition which is a uniqueproperty of the system at the operating (final) pressure. This
analysis can be repeated for different values of pressure, so
that a dynamic stability boundary may be constructed as shown in
Fig. 39.for standard ambient temperature (300 K) and no residualradiant flux.

Note that in the general ODE formulation of Eq..(8.3.12)
the influence of time-varying external parameters is felt only
through their time derivatives. This implies that, if no change
of pressure and/or radiant flux occurs, the system is only sub-
jected to random intrinsic fluctuations and the results from the
static stability analysis apply. It is also implied that, in
the case that g(T,Ti,s - 8s) << f(is - 8s) in Eq. (8.3.12),
the dynamic stability boundary is a no-return boundary for any
T (even finite) and for any external law (even non monotonic
or increasing). Note at last that, for clarity sake (cf.§8.5), the dynamic stability boundary just determined will be
called, for the remainder of this work, lower dynamic stability
boundary.

The unstable z.ot es in Fig. 38 represents a limiting con-
dition which is a unique property of the propellant at the operat-
ing pressure (for a given set of parameters it depends only on
the properties of the intended final state.) It follows that
the line connecting all the points OD is the lower dynamic
stability boundary not only for deradiation transients, mono-
tonically decaying toward zero, but also for depressurization
transients monotonically decaying. Moreover, the unstable root
8OD is determined for r-, that is, when the radiant flux is no
longer acting and, therefore, whether the propellant is or is
not transparent is irrelevant. Then, for deradiation transients
monotonically decaying toward zero, the transparency of the con-
densed phase has no influence on the dynamic stability. No
problem arises if one wishes to consider the effect of other
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parameters, for example the ambient temperature, on the lower
dynamic stability boundaryt it is enough to determine the
statically unstable root (B-type in Fig. 31a) for each ambient
temperature of interest (e;g., see Fig. 35).

In conclusion, the following facts emerge frcm the dynamic
stability analysis of adiabatic solid propellants, in the low
(fractions of cm/s) burning rate regime, for a given monotonic
law of timewise change of the controlling parameters:

1. extinction may occur even though the final point of
the transition is statically stable,

2. the lower dynamic stability boundary is the locus of
the statically unstable roots associated with the final
statically stable root through the static restoring
function f(Wf,s - 6s), and

3. a dynamic stability analysis requires a flame model
approach (see §8.1).

8.4 The Question of the Critical Conditions for Dynamic Extinction

In the previous section the existence of a lower dynamic
stability boundary different from the static stability boundary
has been shown. It has been said that crossing of this boundary
is enough to assure dynamic extinction for the wide range of con-trolling parameters varying in time according to monotonically

decreasing functions. A major problem in the theory of hetero-
geneous flame dynamics is the prediction of the maximum rate of
change of a controlling parameter allowed without suffering
dynamic extinction. It should be clear that no general answer
can be given to this question, not even for the class of mono-
tonically decreasing functions, since, in general, the full
dynamic history of the system has to be considered. The best
one can hope to do is to assign a criterion for a specific type
of monotonically decreasing law, for example the exponential
law of Eq. (8.3.14) for a deradiation transient. In this case,
the trajectories of Fig. 38 show that a critical value
IdOs/dTl* exists such that for Id~s/dTl<IdOs/dTl* a recovery
point subsequently occurs, whereas for ldes/dT[>jd6s/dTl* no
recovery point is possible. Likewise, one could have an even
earlier warning about the occurrence of dynamic extinction by
considering a critical value jd 20s/dT2 1* associated with the
paths leaving point I. However, no great importance is Lttached
to this idea of obtaining an "early warning" being this strictly
dependent on the specific external law being considered.

All criteria assigning critical conditions for predicting
extinction are necessarily approximate, often to an unknown
extent. Indeed, the lower dynamic stability boundary is uniquely
defined as a property of the system and does not depend on the

J
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specific decay law externally assigned as long as this law is
monotonic. Conversely, any prediction is necessarily associated
to a specific monotonic decay law. Furthermore, it will be
shown in §8.5 that dynamic extinction may occur in other,
unexpected circumstances. Therefore, approximate criteria are
not only of very limited use but might also be badly mistaken.

8.5 Lower and Upper Dynamic Stability Analysis

So far, only dynamic effects associated with a B-type root
(see Figs. 31a and 31b) have been discussed. In fact, similar
dynamic effects are also associated with a D-type root (see
Fig. 31b). The former is called lowe: dynamic stability and the
latter is called upper dynamic stability. Although the last has
been essentially neglected in the literature, both types of
instabilities are very important in practice. Lower dynamic
stability relates to extinction. Upper dynamic stability relates
to vigorous accelerations of the combustion wave and, therefore,
pressure build-up due to large mass production; eventually
mechanical failure of the enclosing vessel or dynamic extinction
might follow.

With reference to Fig. 34a, it is seen that a burning rate
increase, occuring for Qs = 158.2 cal/g (no D-type root), is
immediately and effectively balanced by the strong stability
character associated with the reacting equilibrium configuration
of root A (see Table 9). Obviously, this is true only up to a
finite size of the initial disturbance. With reference to Fig.
34b, it can be seen that for Qs = -170 cal/g the static restoring
function features two dynamically unstable roots, B (es = 0.68)
and D (6s = 1.15), sitting at the sides of the stable steady
state configuration A (es = 0.95). Under these circumstances,
if the surface temperature during a transient goes past B or D,
the combustion wave will accelerate respectively toward C
s(8 = 0; lower dynamic instability) or E (Os = 1.29; upper dynam-

ic instability). In the case of lower dynamic instability, the
fate of the combustion wave is extinction; this has been studied
in detail in §8.3. In the case of upper dynamic instability,
the fate of the combustion wave is more involved. As soon as
root D is passed, a vigorous acceleration occurs. The increase
of burning rate may be of orders of magnitude. Root E, although
strongly stable, is not allowed as stationary solution. There-
fore, after reaching E the wave is violently recalled toward a
stable steady state configuration. Depending on the dynamics
of the whole process, this can be either the reacting mode A or
the unreacting mode C (dynamic extinction due to overstability).
In other words, a dynamic extinction may be the unexpected result
of a "too fast" pressurization (for example) transient.

Even more striking is the behavior of the system for Qs =
200 cal/g (Fig. 34b). In this case, the static restoring function
features two stable roots, D (8s = 0.93) and E (es 1.61),
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neither of which is allowed as a stationary solution, sitting at
the sides of the unstable stationary solution A (es = 0.99).
Under these circumstances, even in a static environment, the
burning propellant is not capable of finding an equilibrium
reacting configuration and bounces back and forth around A under
the competing influences of D and E. It is confirmed (see §9.5)
by numerical integration that, after a transient, the combustion
wave undergoes sharp self-sustained oscillations around A with
peaks near D and E. This suggests, under the specified conditions,
the existence of a limit cycle. If so, being a limit cycle an
overall property of the governing differential equation, once
triggered this oscillatory behavior would not depend on the initial
conditions of the system (see §8.6). With this notable difference,
i.e., self-sustained oscillations substituting for the stationary
solution as a regime reacting state, all previous considerations
on transients are valid. If the surface temperature momentarily
goes past B (Os = 0.72), the combustion wave will irresistibly
accelerate toward C (dynamic extinction). This may happen if we
try to slow down the combustion wave (e.g., by depressurization)
and also if, in trying to accelerate the combustion wave (e.g.,
by pressurization), the system goes too much past E during the
initial transient. Therefore, dependin~g on the dynamics of the
whole process, the final result of a transient toward a state
controlled by a static restoring function of the type CBDAE
is either a self-sustained oscillating combustion wave or dynamic
extinction.

For Qs = -230 cal/g (for clarity not represented in Fig.
34b), the static restoring function is found to be of the type
CAE. As noted in §8.2, under these circumstances the only
possible solution, even in a static environment, is the trivial
unreacting state. Since there is no n!ternative solution, this
should be considered a static extinction. In other words,
too much surface energy release excludes any reacting solution
in the high burning rate regime just as well as too low gas phase
energy release (or sufficiently large heat losses) excludes any
reacting solution in the low burning rate regime.

The values of the nondimensional surface temperature,
associated with the various types of roots discussed, are listed
in Table 10 in function of the nondimensional surface heat
release at P = 30 atm. At this pressure, upper dynamic stability
(i.e., existence of a D-type root) shows up for jQsl> 170 cal/g.
For decreasing pressure, the minimum value of !QsI aT which
upper dynamic instability shows up also decreases (Table 11).
In particular, at P = 10 atm there is upper dynamic instability
already at Q0 = -158.2 cal/g. This implies that in the !MTS plot

of Fig. 39, the region of dynamic stability is not only bounded
downward by a lower dynamic limit (see §8.3) but also upward by
an upper dynamic limit (not drawn) which, for the specific set of
parameters of Fig. 39, would lie somewhere in the upper left
corner of the plot.
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8.6 Self-Sustained Oscillations of Burning Solid Propellants

In this section more results concerning the self-sustained
oscillations of heterogeneous combustion waves mentioned in
§8.5 are given. First, a simple procedure for detecting the
existence of a limit cycle should be straightforward from the
previous discussion. The simultaneous-presence of two ingred-
ients in the static restoring function is required: (1) A root
unstable, and (2) D and E roots stable. The critical condition
for satisfying the first requirement is the coalescence wf A-D
roots (cf. Fig. 34b); the second condition is satisfied as long
as coalescence of B-D roots has not yet occurred (cf. Fig. 34n).
Therefore, in ordertD detect the existence of a limit cycle at
a given pressure, it is enough to plot the values of the relevant
roots in function of the surface heat release at the given
pressure. For example, in the case considered in Table 10
(adiabatic opaque AP/PBAA #941 burning at P = 30 atm and Ta -

300 K), the existence of a limit cycle is expected between
Qs = 190 cal/g (A-D coalescence) and Qs \, -225 cal/g (B-D
coalescence). Similar plots can be made Zor any other set of
operating conditions. The results found in the range 10 - 30
atm are summarized in Table 12. It is seen that the minimum
value of surface heat release, at which self-sustained oscilla-
tions are expected, increases with pressure; the range of surface
heat release, at which self-sustained oscillations are expected
at a given pressure, seems also to increase with pressure.

A physical explanation of the above results might be the
following. Any self-sustained reactive system is capable of
exothermic reactions. These partly occur in the gas phase (Qf)
and partly in the condensed phase (Qs). The total energy release
Qf(P) + Qs is determined by the energy balance on the overall
steadily burning propellant at the given set of operating con-
ditions. Moreover, for a fixed set of operating conditions
(pressu;e, radiant flux, and ambient temperature), qs increases
while qf decreases for increasing burning rate. For low
values of Qs, an increase of burning rate and thereby of
4s E PcRQs is counterbalanced through a simultaneous decrease
of 4f % 1/R and increase of the heat flux qc ^ RTs absorbed
into the condensed phase. However, for large values of. Qs,
an increase of burninj rate might be destabilizing if qs
increases more than (qc - gf). This implies an acceleration of
the combustion wave, that is the appearance of a D-type root
in the nonlinear static restoring function (see Fig. 31b).
On the other hand, for the same set of operating conditions, a
large increase of burning rate (up to two orders of magnitude,
as shown in §9.5) is strongly stabilizing. Indeed, under these
circumstances, the increase of qc is much larger than the
increase of (4c + qf) due to the Arrhenius-type dependence of
the surface temperature on the burning rate. This corresponds
to the appearance of an E-typa root in the nonlinear static
restoring function (see Fig. 31b). Therefore, at each pressure

\I
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(see Table 10) a critical (A-D coalescence) value of surface
heat release exists above which the energy coupling between
condensed and gas phases becomes locally unstable, i.e., a burning
rate disturbance due to the change of heat flux absorbed into
the condensed phase is counterbalanced only'!.n the large" (through a
limit cycle process) by an appropriate change of heat feedback
from the flame and the surface reacting layer. Furthermore,
at each prassure (see Table 10) a cecond larger critical (B-D
coalescence) value of surface heat release exists above which
the energy coupling between condensed and gas phases becomes
totally unstable (except at the trivial root C), due to the
excessively large thermal gradients occurring in the condensed
phase near the burning surface.

As to the pressure effect, recall that increasing pi:ssure
implies increasing Qf, which subsequently requires a larger
value of Qs for destabilizing the combustion wave. Therefore,
larger pressures require larger values of Qs for triggering
both the upper instability (see Table 11) and the self-sustained
oscillation mechanism (see Table 12).

The reader has probably already realized that an estimate
of the amplitude of the limit cycle oscillations can be immediate-
ly derived by a plot of the appropriate static restoring function
(e.g., Fig. 34b or Table 10). Indeed, the extent of the oscilla-
tions are basically limited by roots D (minimum value) and E
(maximum value). Instead, the frequency of the oscillations
depend on the thermal wave relaxation in the condensed phase.
Comments on these points are given in §9.5.

In conclusion, it is emphasized that this remarkable mech-
anism of self-sustained oscillations, once triggered, is absolute-
ly independent of the previous history of the system. Although
detection of the existence of a limit cycle and prediction of its
basic properties are made, much work remains to be done, in
particular as to the excitation of the oscillations.

8.7 Further Considerations Regarding the Dynamic Burning Regime

The plot of the static or autonomous nonlinear restoring func-
tion f(Tf s - 8s) in Fig. 38 shows that the trajectories, in
the case of both static and dynamic extinction, approach the
trivial stable solution es = RR = 0 asymptotically and tend to
coalesce more and more near the final point 0. Indeed, in the
region es < OD below the dynamic limit, the initial information
is being lost and it becomes very difficult to distinguish
trajectories which had different previous dynamic histories.
All this is obvious from the physical point of view.

Notice that, within the accuracy of the method, the transient
paths leading to extinction may be fully evaluated by means of
the integral approach. Notice also that, differently from all
previous works, the existence of a boundary in the present theory
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implies that the crossing of the critical line may occur at any
stage of the transition, not only at the final conditions. For
very fast transients this crucial condition may occur at the
beginning of the dynamic burning history (in a sense this could
be considered as a warning signal).

As to the other stable solution es = ef,s (the intended end
point of the transient), the prediction of the behavior of the
trajectories, in approaching it, is much more involved. First,
the final portion of the path may be evaluated only by numerical
integration or by an integral approach considering multiple
penetration depths in order to account for the inflection point
in the thermal profiles. Therefore, in this section, it is
necessary to resort to qualitative comments. The magnified view
of the restoring function f(Wf,s - 6s) in the region surround-
ing the final point F in Fig. 38 suggests that either an asymptotic
or a damped oscillatory behavior may be expected. Intuitively,one expects that the damped oscillatory type of approach toward
the final equilibrium is favored when a strong restoring force has

been acting on the system, so that an excessive momentum has
built up. In the actual burning propellant, this implies that
an excessive (compared to the final equilibrium state) thickneGS
of the thermal layer in the condensed phase is still present in
the system. This persistent memory arises with either a trans-
parent propellan+ subjected to fast q.s. deradiation or with
any propellant that has experienced a deep undershoot in burning
rate during a fast q.s. transient near the dynamic limit. In
any event, the excess of energy, stored either in the radiantlayer at the beginning of the transition or momentarily

in the thermal layer in the dynamic burning regime, has to be
dissipated. The damped oscillations around the point F in Fig.
38 provide this dissipating mechanism. Since the phenomenon is
controlled by the inertia of the condensed phase, the period of
these oscillations is expected to be of the order of the relaxation
time of the condensed phase thermal wave.

The nonlinear nature of the restoring function opposing
the excursion of the propellant during a given transient is
featured by the occurrence of a sharp maximum (see Figs. 32-35)
near the static limit e8. If, in a dynamic burning regime, the
surface temperature falls below this value (8s < 8e), the
resistance of the propellant to extinction quickly decreases
although dynamic stability is still assured. This region,
therefore, is expected to be particularly sensitive to any change
of initial conditions. Experimental tests in this marginal zone
of dynamic stability would have to be very accurate; it is very
likely that inevitable data scattering could mask this extension
of the stability zone. Computer simulated runs might also
require a precision of initial data larger than in any real
situation, as is indeed shown in the results to be discussed in
§9.3.
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A check on the validity and on the accuracy of the analysis
offered can be made only by computer simulation using the full
unsteady equation and by experimental tests. Computec riins were
performed with this specific goal and the results are reported
in Chapter 9. It should be emphasized that the computer checks
were made by solving numerically the PDE formulation of the general
q.s. transient problem, whereas the stability boundaries have
been found by analytical means from considerations of the approx-
imately equivalent ODE formulation. As to experimental tests,I any q.s. transient induced by a monotonic change in time of any
of the controlling parameters is adequate for checking the
validity of the proposed method. Simple go/no-go results are
sufficient to locate, at least approximately, the lower (for
example) dynamic stability line as a border between a region of
burning continuing after the transition and a region of extinc-
tion induced by the transition. Typical experiments of this
nature are the depressurization tests of Ref. 90 and the deradia-
tion tests of Refs. 76 - 79, for example. A method of performing
more meaningful experimental tests is suggested in §10.3.

8.8 Summary and Conclusions

In this chapter the problem of the q.s. burning of a solid
propellant in its more general form has been dealt with. In
order to retain the nonlinearity of the problem, an approximate
formulation in terms of an ODE has been written. This has been
done by means of a rather simple integral approach limited, for
sake of simplicity, to situations in which no inflection point
in the history of the condensed phase thermal profiles would
occur. Nevertheless, it has been shown that the important facts
(see below) of heterogeneous combustion may be ascertained. The
two fundamental regimes of the static (intrinsic random pertur-
bations) and of the dynamic (finite size disturbances following
externally assigned change of the controlling parameters)
stability of heterogeneous flames have been examined.

The following facts emerge from the nonlinear static stabil-
ity analysis. For a given set of parameters:

1. a stable stationary nonreacting equilibrium configuration
(trivial solution) is always found;

2. a stable, stationary or sel.-sustained oscillating,
reacting equilibrium configuration may be found;

3. with reference to Fig. 31b, the static stability
boundary is the locus of the branching points (A-B roots
coalescence) in the RR, qg plane;

4. self-sustained oscillations are found between A-D roots
coalescence and B-D roots coalescence;

*1
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5. after B-D roots coalescence, no stable reacting equi-
librium solution is found.

6. The effect of the relevant parameters can be easily
evaluated (see Figs. 32-35).

The following facts emerge from nonlinear dynamic stability
analysis. For a given monotonic law of timewise decrease of the
controlling parameters:

1. extinction may occur even though the final point of
the transition is statically stable;

2. the lower dynamic stability boundary is the locus of
the statically unstable roots (B-type) associated
with the final statically stable root through the static
restoring function (see Fig. 31a);

3. upper dynamic stability is related to D and E roots

(see Fig. 31b) and may cause vigorous acceleration of
the combustion wave with final failure of the vessel
or dynamic extinction.

It is important to recall that the use of a flame model
is essential in these theoretical developments (see §8.1).
It is also stressed that, although heat loss from the system is
an impyrtant aspect of the problem as rightly pointed out by
T'ien, the basic reason for the dynamic extinction is the
thermal inertia of the condensed phase which is a most important
heat sink. Indeed, in this work nonadiabaticity is not con-
sidered an essential ingredient of stability theories (cf.
§8.1), since the sheer existence of unstable solutions is not
necessarily related to nonadiabatic propellants (see Figs. 32-35
for example). However, in qualitative agreement with this work,
T'ien found that the critical condition for dynamic extinction
by depressurization is fixed by the (statically) unstable root
at the final pressure. On the other hand, the present work is
of a more general nature since it allows the prediction of dynamic
extinction under various conditions, the definition of both
static and dynamic stability boundaries, and the possibility of
ascertaining self-sustained oscillations of burning propellants.
In any event, it seems suitable to incorporate the heat loss
mechanisms considered by T'ien into the present model in order
to obtain more accurate results. Indeed, this analysis has been
restricted since the beginning to adiabatic propellants only for
simplicity and no major problem arises if one wishes to consider
the more realistic model of a nonadiabatic propellant. Prelim-
inary work in this direction shows that all boundaries are shifted
so as to make burning more difficult, until combustion is no
longer allowed even in static conditions (pressure deflagration
limit). In particular, it is found that for a given pressure,
increasing the heat loss from the propellant, a limiting reacting
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solution is determined for the surface temperature or burning
rate. This limit exactly coincides with the critical static
point as defined in §8.2. Nonadiabaticity allows, then, an
alternative and physically more sound approach to the deter-
mination of the static stability boundary.

It ii also important to point out explicitly that, in order

to obtain meaningful results, a better model of the condensed
phase at low burning rates is required. Indeed, the critical
values of surface temperature corresponding to the static and
dynamic boundaries fall in a range of values so lcw that physico-
vhemical properties different from those used in the usual range
of burning rates may be found. The proper pieces of information,
provided at least by an intelligent experimentation if not
theoretically, should be taken into account when considering
very special phenomena such as the disappearance of the dynamic
limit shown in Fig. 33.

Notice that numerical values have been given only for a
particular composite propellant (AP/PBAA #941). This was done
simply because the properties of that particular propellant and
a good flame model were readily available. It is felt, however,
that all analyses were conducted from a broad point of view, and
in no way were they dependent on the particular type of propel-
lant chosen as the datum case. Therefore, the conceptual results
are expected to hold, although in different ranges of the
relevant parameters, for any kind of solid propellant.

It has already been mentioned that the above theory may be
checked by numerical integration (see Chapter 9) or by experi-
ments (see suggestions in §10.3). Finally, it is recalled
(see §8.2) that the accuracy of the theoretical predictions
might be sensibly improved by the use of more sophisticated
methods (for example, method of weighted residuals) for con-
structing the nonlinear static restoring function frcm the original
partial differential equation.
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CHAPTER 9

NUMERICAL RESULTS

In this chapcer the results obtained by numerical solution
of the basic set of Eqs. (6.5.2)-(6.5.14) are presented.
Fast quasi-steady transients are simulated, with exponential
laws for the history of the controlling parameters. The
assumptions are those listed in §6.5. Computations have been
performed for the propellant AP/PBAA #941 whose properties
are listed in Table 7. Comments about the numerical a-proach
are given in §9.1 - 9.3.

9.1 Numerical Schemes

The nonlinear parabolic PDE of Eq. (6.5.2) has been in-
tegrated according to a numerical scheme taken from Ref. 167
(scheme #13, p. 191) and shown in Fig. 40a. Consider the
simple problem

2

e(X,T=O) = given initial condition

boundary conditions

where e- 8(X,T) and

a is a Constant assomed positive.

The time derivative is numerically approximated by a weightedaverage of the Values in the neighborhood of the point we are
solving for n+1

•8 1 / 0~j+l -2ni+ l2nlj+i.

3++

A'r
S2n~l n 2n-l1 - 3- -1 j-l + +/ j_1T AT

The second space derivative is numerically approximated by a
standard central difference:sn+1 _ 8+1 en+l

:-e ei 20 +ej-

a =-lax)-
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This scheme is particularly convenient for rapidly varying
functions and is known to be always stable. An estimate of
the truncation error is given in Fig. 40a.

However, our problem includes other lower order terms,
such as the first space derivative in the convective term,
which can jeopardize the utility of the above numerical scheme.
It is shown in Ref. 167 (p. 195) that stability is unaffected
by the presence of lower order terms with constant coefficients.
In our case, the strong nonlinear dependence of the convective
term not only affects the choice of the time step size but
also might influence the stability of the overall approach.
Unfortunately, no general safe method exists for dealing with
a complicated problem such as the one in Eqs. (6.5.2) - (6.5.14)
and the obvious method of using the above numerical scheme
with sufficiently small (to be defined) discretization steps
has been adopted.

Both the boundary conditions of Eq. (6.5.2) have a direct
influence on the space net dimension, but their requirements
are in opposing directions: BC2 requires an extended space
net which goes deep inside the solid phase, while BCl requires
a fine space net. In order to avoid unnecessary expenditure
of computer core and time, the temperature at the cold
boundary is considered to be approximately zero when it is of
several orders of magnitude less than the surface temperature.
Computer runs performed for different sets of input data in-
dicate that cold boundary temperatures 8(X--o,T)= 0(10-5)
or less have no appreciable influence on the structure of the
thermal profile near the surface of the condensed phase.
For each run the total number ,JF,of space integration steps

is then chosen by requiring that e(X+-'=,T) = 0(10-6) at
least.

The numerical treatment of BCI of Eq. (6.5.2) has proved
to be most delicate. This is obvious if one considers that the
coupling of the gas with the solid phase is expressed precisely
through the energy balance of BCE. An error is introducedwhenever the temperature gradient at the surface is evaluated
using a too large space step. Physically, this is due to the
fact that volumetric terms (radiation penetration, convective
and unsteady effects) become important compared to the surface
terms (collapsed reacting layer, condensed and gas phase side
thermal gradients) and cannot be neglected in the energy balanceacross the finite thickness AX required by the numerical

approach. For each run the space mesh size AX is then chosen
by requiring that across AX

temperature change due to volumetric terms
BCl er temperature change due to surface terms «1
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The above check is made at each time integration step. Com-
puter runs performed for different sets of input data indicate
that a. BC1 error up to a few percent, at most, has no appreci-
able influence on the overall numerical solution.

The numerical molecule shown in Fig. 40a is associated
with a single mesh of dimensions AX-AT and implies the solutions -
of J3 simultaneous algebraic equations on 3 time levels. The
parameter J3 is an integer assigning the total number of nodes
in the space net. As mentioned above, J? and AX are fixed
by a convenient compromise between cost and accuracy of the
numerical results in the spacewise dimension. The time step
size A-r is chosen by requiring that the change in time of
the surface temperature be limited to a few percent, at most,
at each integration step. Typical values used for the time
and space step sizes are given in §9.2.

The algebraic system derived from the discretization of
the PDE is then cast in a very special form called a tridiagonal
matrix. An efficient method of solution suitable for auto-
matic computation is indicated in Ref. 167 (p. 199). It
should be noticed that an initialization procedure is required,
since the scheme of Fig. 40a implies the knowledge of the
two previous time vectors 8n-'(x) anden(X)when solving for the
current 8n+l(X). This is accomplished by using a simple Crank-

-Nichb•sn--sciik- (shown in Fig. _40b) - for the first few time
integration steps. This classical Crank-Nicholson scheme uses
two time levels and is always initiable, since in our transients
the first vector in time is just the solution of the s.s. thermal
profile.

Both the schemes shown in Fig. 40 are implicit and uncon-
ditionally stable (when applied to the simple diffusion problem
discussed at the beginning of this section). However, scheme
(a) is superior to scheme (b) in that, containing more *memory-
of the past", it better represents rapidly varying functions.
Moreover, the trincation error for scheme (a) is of order (AX) 4

rather than (4X44 as it is for scheme (b).

9.2 Organization of the Numerical Program

A flow chart of the overall program is shown in Fig. 41.
The program allows the user to perform 4 different types of
calculations: steady state or quasi-steady state transients
due to external radiant flux and/or ambient pressure changing
in time according to any arbitrary but fixed law. The type of
calculation is optional, but has to be specified at the be-
ginning by the user by assigning a certain code value to the
parameter IOP (see Fig. 41).

As a first step, the s.s. configuration corresponding to
the arbitrary but fixed initial condition is evaluated. This is
done numerically by the subroutine RTMT (taken from an IBM sclenti1ic
package) solving the nonlinear,4lgebraic energy conservation
equation by a bisection method1L",*. The transient is, then,
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evaluated by implementing the numerical scheme of Fig. 40b
(for the first time integration step at least)and Fig. 40a
(for all successive time integration steps).

As already mentioned in §6.5, the coupling of the condensed
phase energy equation to the surface pyrolysis law through the
convective term of Eq.(6.5.2)requires an iterative procedure
for the surface temperature e . Moreover, the coupling of the
condensed phase energy equation to the gas phase heat feedback
law through BC2 of Eq.(6.5.2),requires another iterative pro-
cedure for the flame temperature 8 The flow chart given in
Fig. 41 shows that the 9 loop is Lnternal to the 0s loop,
so that the overall approach consists in evaluating 8 (subroutine
MEAP74) for an assumed value of 8 and then in checking .
This is done with a simple trial Ind error procedure for
the first few integration steps. Successively, for computational
efficiency, a less primitive predictor-corrector tye of approach
is implemented through a parabolic extrapolation. This is
accomplished separately for both loops and for each of them
a convergence test is applied at every integration step accor-
ding to the following definition:

l jcorrected value - predicted value
loop error E corrected value

For most runs an error of less than 1% has been specified.
The numerical evaluation of the transient proceeds until neg-
ligible values of burning rate (extinction) or negligible
oscillations of burning rate around the final intended s.s.
value are observed.

Typical values used for the time and space step sizes are:

AT = 0.01 and AX = 0.01

The reasons behind this choice were given in §9.1. Such
values are by no means mandatory and have been adapted to spec-
ific situations with the overall goal of the best compromise

of cost vs accuracy. A minimum number of about one hundred
steps in time is usually performed. Since the surface temp-
erature gradient in most of the cases dealt with decreases in
time, a variable time step size is used during the same compu-
ter run. Usually a transient starts with an (initial) AT = 0.01
and then proceeds with larger value up to AT = 0.10. A minimum
number of about one thousand steps in space is usually adopted.
However, particular situations (e.g., self-sustained oscillations
of burning rate or oscillatory change in time of external
radiant flux intensity impinging on a sensibly transparent
propellant) may require mucb more tedious computations.

The program has been written in the FORTRAN IV language
and has been run both on IBM 360/91 and UNIVAC 1108 computers.
A typical run resulting ±ndynamic extinction requires a core

tI
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of about 250 K and 30 seconds of machine time with an H level
compiler in the IBM system.

9.3 Checks on the Numerical Approach

A series of checks were made, and some were incorporatedpermanently in the program, in order to make sure that theoverall numerical approach was performing as intended. Actually,

the difficulties inherent in the numerical solutions of Eqs.
(6.5.2 - 6.5.14)deserve a full study by themselves; therefore,
only semi-empirical tests are reported.

The first obvious check is to compare the results obtained
in this study with those found in previous investigations.
In this respect the work by Merkle 0 has been found parti-
cularly useful as to the depressurization tests. Likewise,
very helpful is the comparison of the steady state solutions
found numerically with the corresponding analytical solutions.
These checks were used to localize all possible trivial errors
upstream of the overall numerical approach.

The appropriate choice of the time and space size was
verified according to the standard procedure of varying the
time and space mesh size in a programmed manner,while keeping
the input data fixed. For the values of AT and AX given in
19.2 no appreciable difference in the results could be de-tected by halving or doubling the mesh size.

The stability of the overall numerical approach was checked
by letting the computer run free on hiypothetical transients
with no change in time of the controlling parameters. Oscilla-
tions of negligibly small amplitude around the intital s.s.
configuration (known to be physically stablej were observed.

All these checks, although successful, not only are not
conclusive but also are, in principle, restricted to those
specific situations invhich they were performed. It was felt
convenient to have some form of internal check in the program
itself, so that each run could at least be considered self-
consistent. Therefore, at each integration step, not only
the cold boundary temperature and the BCU error (discussed in
§9.1), but also the integral balances of energy in the solid
phase and across the whole deflagration wave are checked.SAgain, these also are not conclusive tests but must rather be
viewed as effective warning signals whenever the integral balance
is not satisfied at any stage of the transient.

9.4 Numerical Results from Quasi-Steady Fast Transients

In this section the results obtained by computer simulated
experiments of quasi-steady (in the sense explained in §6.1)
transients driven by fast change in time of ambient pressure
or external radiant flux are described.
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9.4'.1 Backgrouhd and" Qkalitative Considerat~ions

The general set of assumptions underlying the results
presented in this and following sections has been summarized
in §6.5. It should be recalled that because of the q.s.
assumption, all of the results of this work are not valid if
the characteristic time in a gas phase is not small compared
with the characteristic time associated with the external change.
in particular, this implies that stepwise change of the control-
ling parameters should not be considered. Notice that the non-
dimensional temperature defined according to(Eq. 6.5.1a)has
been used. Likewise, the surface pyrolysis law defined accord-
ing to the mixed Arrhenius -KTSS type law discussed in §8.2
has been used.

The results have been obtained by numerical solution of the
basic set of Eqs. (6.5.2) - (6.3.14) following the approach
described in 99.1 - 9.3. Due to their relevance to practical
situations, only results concerning fast change of ambient
pressure or external radiant flux following the exponential.
laws of Eqs. (8.3.13)and(8.3.14)are reported. Most of the
results are presented in terms of surface temperature es
evolution during the time T(8s vs T plane) measured from
the instant T=0 in which the assigned change of some controlling
parameter is started. As previously done, the computing has
been specialized to the case of an AP based composite propellant
(AP/PBAA #941) whose properties have been already listed in
Table 7. However, no specific importance is attached to this
and the results are expected to show general trends.

in the plane 8s VS T the general behavior of a propellant
subjected to a fast (exponential) decrease of pressure or ex-
ternal radiant flux intensity is similar. This is evident if
one compares, for example, Figs. 42-44 with Fig. 45. in botX
cases the undershoot of burning rate or surface temperature, is
followed by asymptotic or damped oscillatory recovery toward
the final s.s. value.

"As previously mentioned, extinction will occur whenever
the trajectory goes past the no-return point in the RR or 0s
vs A, plane. There is no way , in general, to predict whether
this~will happen for a given set of initial conditions. Due
to the complex nature of the problem, all criteria predicting
extinction or recovery without fully solving the proper set of
equations are necessarily approximate to an unknown extent and,
therefore, should be considered with caution. This is an intrin-
sic difficulty with any nonlinear system. On the other hand,
physical intuition allows only a very qualitative statement:
the more "intense" the disturbance due to the controlling par-
ameter change is, the more likely it is that extinction will
occur. Within the framework of the q.s. assumption, the intensity
of the disturbance is somehow measured by the adjustments re-
quired in the condensed phase thermal profile. This implies
that extinction is favored by an external change which is fast
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compared to the characteristic time in the condensed phase or
by a large gap between the initial and final s.s. values and
so on. Another intrinsic property with any nonlinear system
is that a very small change of initial conditions may yield
a completely different response of the system to the given
disturbance. This strong dependence of the fate of the transient
on the initial conditions is shown, for example, in Fig. 44:
here a recovery process changes into a dynamic extinction when
the initial radiant flux intensity suffers an extremely small
increase of about 0.01% from 10,i = 156.85 cal/cm2 -sec to
Io'i = 156.87 cal/cm2 -sec. The point we wish to make is that,
in general, numerical integration is the only "exact" method
available for studying all of the intriguing aspects of a
nonlinear system.

9.4.2 Comparison Between Deradiation and Depressurization
Runs

In Fig. 42 the surface temperature (or, with a nonlinear
change of scale, the burning rate) evolution in time is shown
for a deradiation transient from an initial value Io •
(parametrically changed), of the external radiant flux intensity
to a final value Io f = 0, according to the exponential law
of Eq. (8.3.14)with Ar = 10. The point at T = 0 gives the s.s.
value corresponding to I 0 i, while the dashed line indicates
the final s.s. value corresponding to 1 o0f = 0. The runs in
Fig. 42 have been performed for an opaquS propellant burning
at a pressure P = 30 atm. Several values of Io have been
tested: for Io,i increasing, the initial s.s. value of surface
temperature increases too while the undershoot becomes greater.
However, the qualitative aspect of the.:system response is the
same: an asymptotic recovery follows the end of the deradiation.
It will be noticed that the duration of the undershoot is
approximately 2 units of nondimensional time, that is, it is
of the order of the characteristic time (indicated as T =2.13
in the figures) associated with the condensed phase conauctive
thermal wave at the operating pressure.

In Fig. 43 the evolution of the surface temperature for
still larger values of I i is shown. It is seen that the
undershoot region becomes'wider and wider until recovery no
longer occurs and the surface temperature decreases monotoni-
cally down to zero (ambient temperature in dimensional terms).
This phenomenon is called dynamic extinction, since we know that
a static solution actually exists. This fact confirms the
dynamic nature of the extinctions observed in ignition experi-
ments for fast actuation of the shutters. It will be noticed
that the change of the system response occurs abruptly for
Io,i = 157 cal/cm2 -sec. As already mentioned, if one takes
a closer look at the transition from recovery to extinction
(see Fig. 44) the effect of the nonlinearity of the system will
be fully evident. The propellant tested is able to go through
a prolonged undershoot period at Io 0 = 156.85 cal/cm2 -sec,
but will extinguish for 10,i = 156.7 cal/cm2 -sec. Notice that
there is practically no di ference between the two curves for
about 50% of the transient. Comparison of Figs. 42,43 and 44
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also makes it evident that the recovery is more abrupt when
the undershoot is more pronounced.. This& was indeed expected
after the qualitative comments about the nature of the restoring
function made in §8.7. Further discussions on Fig. 44 are
given in §9.5.

In Fig. 45 the evolution of the surface temperature for
deradiation runs at the pressure P - 10 atm is shown. The
same comments previously made hold true, except that the
recovery process is now oscillatory in nature. In agreement with
the qualitative expectations from §8.7, the oscillations are
damped and have a period of the order of relaxation time of the
conductive thermal wave in the condensed phase.

A similar behavior may be observed for depressurization
runs. In Fig. 46, for example, exponential' depressurizations
from the 1Hini.,apressure Pi = 30 atm to the final pressure
Pf = 10 atm are shown. For increasing values of the coeffi-
cient Bp from 0.15 to 1.0, the undershoot is more and more
pronoun ed and consequently the oscillatory nature of the
recovery process more and more evident. The damping shrinks
the amplitude of the waves to a few percent of the final s.s.
value within two or three oscillations (having a period of the
order of magnitude of the relaxation time in the condensed
phase at the final pressure). Further increasing of the initial
rate of depressurization up to Bn - 10 makes the recovery
process more abrupt. This is shown in Fig. 47.

In a RR vs 4 plane the trajectory of a deradiation
transient (being Isobaric) is drastically different from the
trajectory of a depressurization transient. This is illustrated
in Fig. 48. The deradiation path depicted corresponds to an
exponential decrease of radiant flux intensity from 1o'
156 cal/cm2 -sec to Io f = 0 with Br = 10 at the pressure
P = 30 atm. The rela ed surface temperature evolution in
time is shown in Fig. 43. Notice that the recovery point occurs
well below the static stability line. The two depressurization
paths depicted correspond to an exponential decrease of ambient
pressure from Pi = 30 atm to Pi = 2 atm with B = 0.10 (re-
covery) and BD = 0.15 (extinction). A comparison with Fig. 47
shows that, by lowering the final pressure to Pf = 2 atm,
dynamic extinction occurs for Bp = 0.15
(Fig. 48), whereas for Pf = 10 atm (all the other parameters
being kept constant) extinction is avoided even for B p 10
(Fig. 47).

9.4.3 Effect of Radiation Penetration

The effect of radiation penetration inside the condensed
phase is shown in Fig. 49. Here a simple Beer's law ha__
been used for the distribution of tfheradiant flux intensity
in the interior of the slab. This can be a gross mistake for
situations in which scattering of radiation may occur. How
to cope with this difficulty is discussed in Appendix B.

~i
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In any event, the volumetric heating of the condensed phase
implies a less steep temperature gradient at the surface and
therefore has a smoothing effect on the dynamics of the system.
Two limiting cases are evident: when the absorption coefficient
a ÷ - or, more generally, whenever Xth/rd >> 1 (see App. A.2)
the results found for opaque samples shoul be valid; conversely,
for a - 0 the sample is totally transparent and therefore
totally insensitive to deradiation disturbances. This is
verified in Fig. 49, in which the minimum initial radiant flux
intensity Io i for obtaining dynamic extinction is plotted
vs the absorption coefficient a. The horizontal asymptotic
corresponds to the critical value of 1o i as already determined
in Fig. 45. All the other values have Leen determined by
go/no-go tests at the computer. For a = 200 am-1 the critical
value of Io i is much above 200 cal/cm2 -sec and further computer
simulated testing has been considered unrealistic. The plot
has been made for a given set of values (indicated in figure)
of the operating conditions. An increase of pressure or a de-
crease of deradiation rate would make the burning region wider.

It will be noticed that the tran3parency of the condensed
phase strongly affects the results for a less than approxi-
mately 700 cm- 1 . In particular , for a = 250 cm- 1 (which
is approximately expected to be the value of the absorption
coefficient for AP propellants at 1i.6• u a value of lo i
(of the order of several 100 cal/cm. -sec)

much above the experimental range investigated in this report
is required for causing dynamic extinction at P = 10 atm.
Although the plot is not intended'.to represent any specific
actual situation, there is an indication that in order to ver-
ify experimentally the occurrence of dynamic extinctiýon for
AP propellants the proper attention should be given also to
the optical properties of the sample. On the other hand, it
is known (see Table 5, for example) that AP propellants ex-
hibit considerably lower absorption coefficient in the arc
image wavelength. This might be another reason why AP propellant
dynamic extinction has not been reported even in those lab-
oratories where large power output arc image furnaces with
fast shutters are currently operated.

Specific histories of the surface temperature during a
deradiation transient are shown in Figs. 50 and 51 for the
indicated sets of operating conditions. The smoothing effect
of the transparency on the undershoot is self-evident for the
absorption coefficient decreasing to 500 cm- 1 . For even
lower values of the absorption coefficient (Fig. 51), the un-
dershoot is less and less pronounced but a stronger oscill-
atory behavior is observed. Again, the oscillations are damped
and have a period of the order of the relaxation time (Tp)
of the conductive thermal wave in the condensed phase at the
ambient pressure. Notice, however, that in general at the
beginning of the deradiation transient the characteristic time
Tp is reduced (as compared to the final value taken when the
external radiant flux no longer acting) to the extent in which the
burning rate is increased by the presence of radiation.
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Further comments about the effects of transparency on
dynamic burning are given in the next section.

9.5 Check of the Dynamic Stability Aalysis by Computer
Simulated Yests.

The basic conclusion of the nonlinear stability analysis
presented in Ch. 8 is the existence of two welt distinguished
lines as static and lower dynamic stability boundaries in the
E. vs 4-plane. The meaning of these boundaries has been ex-
plained:in detail in §8.2 and §8.3. We wish now to check the

-validity of these developments by running computer simulated
tests.

Focusing again our attention to Fig. 44 (already intro-
duced in §9.4.2), we can tentatively infer from the nature of
the depicted trajectories that. a no-return point, if it exists,
is located at about Os S 0.67 at the operating pressure of
P - 30 atm. This is in very good agreement with the prediction
of 69 m 0.66 of Fig. 32 (see the unstable root at P - 30 atm).
Moreover, it was shown in Fig. 48 that the recovery point for
a fast deradiation from Ioi = 156 cal/cm2-sec occurs well
below the static boundary point OS = 0.81 at the operating
pressure of P - 30 atm. This confirms that static boundaries
have no direct pertinence to dynamic burning regimes.

In order to get more substantial evidence for the validity
of the ideas underlying the dynamic stability analysis, other
runs have been made with the specific purpose of defining the
no-return point, if it exists, for different situations by a
go/no-4*procedure at the computer. The results are summarized
in Fig. 52. At lO, 20 and 30 atm the no-return point for
exponential deradiation is just above the lower dynamic stab-
ility boundary as determined in Ch. 8 and much below the static
stability boundary. The strong dependence of the results on
the initial conditions may be appreciated by considering the
figures reported in Table 13 for the "bracketing* values of
initial radiant flux intensities 1o i. defining the no-return
point in terms of surface temperature 8s. The above results
have been interpreted as suggesting the existence of a lower
dynamic boundary line in the sense specified in 18.3.

... furt che the-- no-return point has also been deter-
mined at P - 10 atm for several values of the absorption
coefficient a. For reasons of economy the go/no-go procedure
has not been pushed too far and the results summarized in Fig.
53 have been judged to be satisfactory. Again the bracketing
values of 1o 1 and the observed limiting values of Ss are
reported in lable 13. The comparison with the predicted "
limiting values of 6s (see Fig. 32) is excellent.

The generality of the approach suggested in Ch. 8 has been
tested by considering a deradiation transient with a variable
coefficient Br in Eq. (8.3.14). It was found that increasing
or decreasingf the rate of the exponential decay at any inoment
of the transition would result in dynamic extinction.

A



only if the lower dynamic stability boundary is crossed.
Incidentally, it was observed that changes in the decay rate
are most effective in affecting the overall fate of the dynamic
history if realized in the early poriton of the transition.

Similar considerations can be made for monotonic, typically
exponential, go/no-go depressurization tests. See, for example,
Fig. 54 and the last two lines of Table 13. Again, a very good
agreement is found between the observed and the predicted
limiting values of 0s.

It should be clearly understood that the above result of
detecting recovery points down to 8s = 0.6 is important only
to the extent to which it illustrates the validity of the analy-
tical developments of this report. Indeed, it is very question-
able whether chemical processes are still active at such low
surface temperatures. Moreover, heat loss mechanisms are
very likely not negligible in that surface temperature range.
All this implies that more sophisticated flame models have
to be considered, if one wishes accurate results in the mar-
ginal domains of burning.

The point we wish to make here is that the numerical
integration of the basic set of equations in terms of the PDE
suggests the existence of a no-return point for fast transients
and defines its value by a trial and error procedure. The
values obtained in several different configurations are in
excellent agreement with the predictions made from an analysis
of the approximate ODE describing the system. This also confirms
that the static stability boundary, as determined for example
in the Zeldovich approach, has no relevance in dynamic dis-
turbances of finite size.

Results concerning the upper dynamic stability limits are
illustrated in Figs. 55-57. Runs with exponential increase
of pressure from Pi = 10 atm to Pf = 30 atm are plotted for
several values of the surface heat release Qs (cf. Table 10).
For Q$ sufficiently low (Fig. 55), one observes a smooth
transition from the initial to the final steady state equili-
brium configuration (see, for example, Qs = -150 cal/g). For
larger values of Qs, a vigorous acceleration of the wave
occurs (Fig. 56). Following this, the heterogeneous deflagration
wave will relax toward a regime solution (Fig. 57). This is
the stable steady state reacting configuration for Qs less than
the A-D roots coalescence value (for example, Qs = -180 cal/g),
self-sustained oscillations for Qs larger than the A-D roots
coalescence value (for example, Qs = -200 cal/g), and the
stable steady state unreacting configuration for Q. larger
than the B-D roots coalescence value (for example, Q. = -230
cal/g, not drawn) or whenever the dynamics of the transient
are too fast (for example, Qs = -210 cal/g) compared to the
propellant response capability.

I
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Self-sustained oacillations have been observed in several
different situations. The nature of oscillations depends
only on the static restoring function associated to the final
burning conditions. For example, the same regime oscillations
have been found with B = 1.0 and Bp = 200 for the pressuri-
zation transient shown in Fig. 57. Notice that the peaks
of the oscillations, e 1.65 maximum and 8 0.83 minimum,
are comparable respectively with the value o? the E root (es
= 1.61) and D root (8s - 0.94) listed in Table 10 for Q= -200
cal/g. Moreover, the period of the oscillations is abbut
1.5 nondimensional units of time, which is of the order of the
relaxation time of the conductive thermal wave in the
condensed phase.

Upper instability phenomena of one-dimensional AP de-
flagrations were discussed by Strablel§9 in 1971. However,
only very recently 170 numerical results showing self-sustained
oscillations of solid propellants were reported. Experimen-
tally, oscillatory behavior in a pressurization test was ob-
served in Ref. 171, but. burning rate oscillations there were
attributed to the experimental apparatus.

Iii
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CHAPTER 10

CONCLUSIONS

Before unifying in §10.2 the conclusions from the broad
variety of findings and concepts which have been presented, a
schematic list of major observations and results is 4iven
in §10.1. Suggestions for future work, both theoretical and
experimental, are offered in §10.3.

10.1 Major Observations and Results

In the experimental portion (Chapters 3 to 5) of this inves-
tigation, the following points have been made within the limits
of the experimental range investigated:

1. AP composite propellants at low pressure (e.g., 5 atm)
ignite as soon as a critical surface temperature is
reached (Figs. 6 and 7).

2. The flame structure (Fig. 11) of the AP propellants
(i.e., a thin flame strongly coupled to the burning
surface) provides a strong energy feedback to the pro-
pellant surface (compare with #7 below).

3. The effect of large metal content in AP propellants
greatly reduces radiation penetration below the surface
(Table 4).

4. Noncatalyzed DB propellants exhibit dynamic extinction
when exposed to rapid deradiation in the laser ignition
apparatus (Figs. 9 and 15).

5. Noncatalyzed DB propellants are difficult to ignite at
low pressure (e.g., 5 atm).

6. Catalyzed DB propellants do not exhibit dynamic extinction
and are ignitable also at low pressure (e.g., 5 atm).

7. The flame structure of the noncatalyzed DB propellants
(i.e., a thick gas phase weakly coupled to the burning
surface) provides a relatively weak energy feedback to
the propellant surface when compared to the energy
feedback from AP propellants (Fig. 12).

8. A characteristic carbonaceous-appearing layer (Fig. 13)
is observed at the surface of catalyzed DB propellants
burning at low pressure (e.g., 4 atm).

9. The difficulty in igniting HMX propellants with the arc
image furnace is possibly due to the high surface reflec-
tivity and endothermic surface decomposition processes.
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10. The effect of carbon addition to AP or DB propellants
is essentially physical, i.e., concentrates radiation
at the surface.

11. The presence of 02 (Fig. 17) in the environmental gas:

- eliminates the dynamic extinction of noncatalyzed DB
propellants.

- eliminates the pressure dependence of ignition of
catalyzed DB propellants in the low pressure domain
(e.g., 5 to 10 atm).

- does not affect the high pressure (e.g., > 21 atm)
ignition boundary of the propellants tested in N2 .

12. The appearance of the flame (experimentally) and the
simple thermal theory (theoretically) are acceptable
ignition criteria within the limits of this experimental 14

investigation:

- in presence of oxygen: for any experimental condi-
tion and for any of the tested propellants.

- for AP composite propellants: for any experimental

condition.

- for catalyzed DB propellants in inert gas: only at
high pressure (e.g., 21 atm) and low radiant flux
(e.g., 10 cal/cm2 -s).

- for noncatalyzed DB propellants in inert gas: for

no experimental condition.

13. A steady pre-ignition gasification has been observedfor both noncatalyzed and catalyzed DB propellants
(§4.7, Fig. 20 and Table 6).

14. The same qualitative behavior is found when propellants
are tested in the laser and arc image ignition apparatus,
except the dynamic extinction phenomenon (§4.6).

15. The large differential within the illumination profile
(Fig. 2) and, possibly, a considerable radiation pene-
tration (§9.4) prevent dynamic extinction using the arc
image apparatus.

16. Long exposure times destroy the dynamic extinction due
to 3D re-ignition effects and flame spreading beyond
impingement area (§4.4).
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17. Laser ignition tests are more easily interpretable than
arc image ignition tests, in that only one wavelength
is involved.

18. The structure of the laser beam implies a nonuniform
succession of events on a microscopic scale over the
irradiated spot (§4.7).-

A unifying interpretation of the above facts has been made by
means of the generalized radiative ignition map shown in Fig. 21.
Overall conclusions are offered in the next section.

As to the analytical developments (Chapters 6 to 8), it
has been shown that:

1. Mihlfeith's analysis of radiation-driven response
function can be improved (§7.2) by a better choice
of the flame model (Fig. 27) and by assigning a con-
sistent set of input data.

2. a large surface energy release is destabilizing in
the framework of a linearized theory (Fig. 30).

3. A nonlinear (lower) static stability boundary has been
defined in the low (fractions of cm/s) burning rate
region (§8.2).

4. a nonlinear lower dynamic stability boundary has been
defined in the low (fractions of cm/s) burning rate
region (§8.3).

5. nonlin-ear static and dynamic stability boundaries may
be defined also in the large (several cm/s) burning
rate region (§8.5).

6. dynamic extinction may occur both for too fast deceler-
ation (e.g., by depressurization) and acceleration (e.g.,
by pressurization) of the heterogeneous combustion
wave (Figs. 54 and 56).

7. for a range of parameters, self-sustained oscillations
of the burning rate are the only allowed regime
solution (§8.6).

8. a large surface energy release is destabilizing also
in the framework of nonlinear theory (Figs. 34a and
34b).

9. stability properties of burning solid propellants are
contained in the algebraic nonlinear static restoring
function, which is strictly dependent on the nature of
the solid propellant (Figs. 31 to 35).
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A more detailed summary of the findings from the nonlinear

stability analysis has already been given in §8.8. Overall
conclusions are offered in the next section.

In the last portion of this investigation (Chapter 9)
numerical results have been collected which indicate that:

1. depressurization and deradiation transients are similar
in a burning rate vs time plane, in that dynamic extinc-
tion or asymptotic recovery or damped oscillation may
follow the transient (cf. Figs. 42-45 with Figs. 46-47).

2. depressurization and deradiation trajectories are differ-
ent in a burning rate or surface temperature vs heat
feedback plane (Fig. 48).

3. optical transparency of the propellants moderates the
dynamic burning effects (Figs. 49-51).

4. computer simulated tests confirm the validity of the
nonlinear stability analysis (Figs. 52-57 and Table 13).

10.2 Conclusions

The first part of this research consists of a systematic
experimental investigation of several classes of solid rocket
propellants. The ignition trends of different propellant types
have been rationalized in terms of basic differences in the
structure of the deflagration wave in the solid and gas phases.
For example, double-base propellants, in which a large portion
of the heat feedback is from the surface reactions, show ignition
characteristics with more pronounced dependence on pressure and
dynamic burning conditions than ammonium perchlorate-based com-
posite propellants, in which lesser portion of the heat feedback
is from the surface reactions.

In agreement with other studies, the data clearly isolate
the domains (high pressure, low radiant flux intensity, presence
of oxygen, etc.) where simple thermal ignition theories apply and
those domains (low pressure, high radiant flux intensity, inert
pressurizing gas) where ignition theories taking into account
the interaction of the incipient gas phase flame with the solid
phase are required.

With respect to the measurement technique, it has been found
that the use of a laser ignition apparatus is an improvement over
the previous radiant ignition furnaces in that dependence of the
results on wavelength and angular distribution of the impinging
radiant flux is eliminated. It has been shown that the basic
phenomena are the same in the arc image and laser ignition
apparatus but differing quantitative results may be found due to
the differing physical configurations. A major source of the

S-
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quantitative difference is the wavelength dependence of the
radiation penetration. An exception to the general agreement
of ignition behavior is found with the simultaneous occurrence
of fast actuation of shutters and a uniform illumination profile.
Under these circumstances, dynamic extinction of noncatalyzed
DB propellants is observed in the laser ignition apparatus.

This study offers evidence that radiative ignition tests
are a powerful diagnostic technique for the understanding of
heterogeneous flames but are not suitable for propellant
ignitability rating. Reasons for this are: (1) difficult-to-
interpret effects of the solid propellant optical trans-
parency, (2) the slow chemical kinetics in the cool gas phase
near the surface (already stressed in previous studies), (3)
the problems posed by the dynamic response of the propellant,
and (4) the spatial distribution of the impinging radiation
(these are studied in detail here for the first time).

The dynamic extinction phenomenon prompted a theoretical
study of the solid propellant burning stability. This was per-
formed both for linear (small disturbances) and nonlinear (large
disturbances) situations. First, a review has been made of the
study of Mihlfeith dealing with a linearized frequency response
analysis of both pressure- and radiation-induced disturbances.
After correcting Mihlfeith's work, the normalized nondimensional
admittance function for opaque propellants is shown to be the
same for variable pressure or radiation intensity driven mechanisms
for the wide class of AP-based composite propellants. This con-
firms the validity of Mihlfeith's suggestion of testing the
stability of a propellant by its response to a radiative stimulus.
For example, the admittance function shows the destabilizing
effect of a large amount of energy release at the surface of a
burning propellant. The potential of this approach, however,
is limited by the assumption of small disturbances.

A nonlinear stability analysis of solid propellant burning
was carried out. This required an integral method in reducing
the partial differential equation for the condensed phase heat
conduction to an approximate ordinary differential equation.
It is shown that, within the limits of this approximation, an
algebraic function can be defined that contains all basic proper-
ties of equilibrium and stability of burning solid propellants.
This is called nonlinear static restoring function; it does not
depend on time, but strictly on the nature of the solid propellant.
Analysis of the restoring function reveals that two well-defined
burning regimes exist, each limited by a stability boundary: the
static regime, which can be observed experimentally and therefore
can be studied also in the framework of Zeldovich approach; and
the dynamic regime, which cannot be observed experimentally in a
stationary mode and (in principle) can only be studied in the
framework of a flame model. The fundamental importance of this
distinction is stressed by the fact that under dynamic conditions
the propellant may pass through a region which is statically
unstable.
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The static stability boundary (defined as the line of separa-
tion between a region where stable steady-state solutions are
allowed and a region where only unstable or no steady solutions
are found) has been determined theoretically in the burning
rate vs heat feedback plane in the framework of the MTS flame
model. This static stability boundary corresponds to the intrin-
sic stability boundaries found by other investigators with linear-
ized analyses. Moreover, in this work, for the first time, a
lower dynamic stability boundary has been defined that is applic-
able under broad conditions. The lower dynamic stability bound-
ary is defined as that ultimate burning condition beyond which
extinction necessarily follows during a burning transient.

Analysis of the dependence of the restoring function on the
surface heat release reveals other, unexpected phenomena. For
increasing values of the surface heat release at constant pres-
sure, it is found that static and dynamic instabilities may
appear both in the low and in the high burning rate regions.
Upper dynamic instability implies vigorous oscillations of the
combustion wave, possibly followed by dynamic extinction. Upper
static instability implies that the stationary reacting equilib-
rium solution is no longer allowed. Under these circumstances,
it is found that either self-sustained oscillations or the non-
burning state are the only stable solutions, depending on the
surface heat release value. A technique to determine these upper
boundaries and the domains of self-sustained oscillations is
demonstrated. Estimates of the oscillation amplitude and
frequency are also made on a very simple basis.

An entirely new spectrum of phenomena arises in this exam-
ination of heterogeneous flame dynamics. It is shown, for example,
that no dynamic limit exists if a minimum value (depending on the
ambient pressure) of residual radiant flux impinges on the burn-
ing propellant following a fast quasi-steady transient. It is
shown that a large ratio of gas/surface heat release is strongly
stabilizing. It is shown that stability properties are not
necessarily related to heat losses from propellants. It is
shown that dynamic extinction may occur due to fast deceleration
of the combustion wave (e.g., by depressurization) as well as
due to fast acceleration (e.g., by pressurization), if an exces-
sively large burning rate overshoot is attained.

Numerical results based on the Merkle-Turk-Summerfield (MTS)
flame model show that transients following both fast depressur-
ization or fast deradiation are zimilar in that dynamic extinction,
exponential recovery, and damped oscillations may occur in both
cases. The thermal wave relaxation time in the condensed phase
is the controlling time parameter for the dynamic response of
the system. However, as expected from previous studies, the
optical transparency of the solid phase decreases the sensitivity
of the propellant to dynamic disturbances of burning when radiation
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is the forcing function. Likewise, scattering of the radiation
(considered here for the first time) at the interior of the solid
phase also has a damping effect (see Appendix B).

The validity of the approximate analytical approach has been

verified by computer-simulated transients. Excellent agreement
has been found between the analytical predictions and the numeri-
cal results obtained by integration of the governing partial
differential equation. In particular, the lower dynamic stabil-
ity boundary has been verified by go/no-go deradiation and de-
pressurization runs under several different operating conditions;
the existence of an upper instability region has been verified
by pressurization runs; self-sustained oscillations have been
found in the expected range of parameters.

Numerical values are given only for a particular ammonium
perchlorate composite propellant. Nevertheless, it is expected
that the conceptual findingsof the theoretical part of this-work
may be extended not only to other types of solid rocket propel-
lants, but more generally to deflagration waves associated with
any condensed reactive substance, provided a proper flame model
is employed.

Finally, notice that the transformation from a partial into
an ordinary nonlinear differential equation has been performed
by a standard, but approximate, integral method. This can be
strongly improved by a more sophisticated approach, for example,
the weighted residuals method. Nevertheless, it is again expected
that the conceptual findings will not be affected although the
accuracy of the predictions should be further improved.

10.3 Suggestions for Future Work

Several questions are still open as to the use of radiant
energy sources in heterogeneous combustion problems. First, a
detailed knowledge of the optical properties of the propellants
is still lacking; progress in this direction is being made
(see Ref. 103). The interaction of the impinging radiant beam
with the gas phase plume extending above the propellant surface
also needs to be investigated; this could affect, in particular,
the occurrence of dynamic extinction following fast deradiation.
Experimental results in this area have been given by Mihlfeith
(Section F.1 of Ref. 126b), but as yet no data for the laser
ignition apparatus used here are available.

With specific reference to the radiative ignition experi-
ments performed in this investigation, the occurrence of dynamic
extinction for AP composite and DB catalyzed propellants has yet
to be proved. The effects of catalyst addition to DB propellants
and, partially, of carbon powder addition still are largely
unexplored. The presence of a stationary gasification process
prior to ignition also needs to be put in some comprehensive
context.
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A major experimental objective would be to define the dynamic
stability line. As already mentioned in §8.7, go/no-go testing
by fast depressurization or deradiation is sufficient to locate
the lower dynamic stability boundary in the same way as done by
computer-simulated tests (see Fig. 41, for example). In order to
perform more meaningful experiments, it is suggested as future
work to run deradiation tests in a stepwise fashion from an
initial radiant flux intensity Ioi to a residual or final
radiant flux intensity Io,f To the extent in which the con-
densed phase reacting layer is negligible as compared to the
radiantly heated layer (§A.2), the final radiant flux intensity
Io,,f may be converted to an equivalent ambient temperature
(Fig. 25). In this case, the meaning of Zeldovich's stability
boundary (expressed in terms of ambient temperature) and the
existence of the lower dynamic stability boundary as defined
in §8.3 may be tested simultaneously, Indeed, for a given o,f?
Io,i could be increased until a recovery point occuns in the
statically unstable region; according to Zeldovich this always
implies dynamic extinction, whereas according to the theory
developed in this study, dynamic extinction occurs only when
the limiting no-return point is passed. This check can be done
for different sets of values of Io i and 1 o,f. It is also
expected from the analysis presenteA in Chapter 8 that above a
certain minimum value (depending on the ambient pressure) of
Io,f the dynamically stable burning region is extended (see
Fig. 33); on the contrary, the Zeldovich criterion is unable to
predict any change in the stability properties of the system.
This procedure can be repeated for different pressures. The
degree of freedom associated with a variable Io f is then used
both for testing the reproducibility of the resulting stability
boundary (whatever it is, if it exists) and for discriminating
between the predictions of the Zeldovich approach from those of
the approach proposed in this work.

It is suggested to perform the above experimental check in
the laser apparatus by testing opaque propellants in a inert gas
atmosphere. Attention should be paid to the fact that a steady
deflagration wave has to be established before starting the
deradiation.

As to the theoretical aspects, some improvements on the model
(see §6.5) used throughout this investigation are in order. Fol-
lowing T'ien's 1 2 3 suggestion, heat loss mechanisms should be ac-
counted for in order to obtain more accurate results. Likewise,
it is believed that the inertia of the condensed phase reacting
layer might be very important in the marginal region of dynamic
burning stability. The necessity of an optical model explicitly
accounting for possible radiation scattering in condensed phase
has been often mentioned; a background in this area is offered in
Appendix B. However, it has already been mentioned that a basic
improvement of the theoretical model will be the use of more
sophisticated methods (e.g., weighted residual method) for ob-
taining the nonlinear static restoring function.
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Table 1

Propellants used in ignition experiments*

Ammonium perchlorate (AP)/hydrocarbon binder composite
propellants:

Nonmetallized -

1. 75% unimodal AP (45p) without C. Batch 1086.
2. Same as propellant #1 but with 1% C. Batch 1087.
3. ^0% bimodal AP (30% 15 and 70% 180p). Batch 102G.

Metallized -

4. 24% AP and 51% boron.

Nitrocellulose (NC) double base (DB) propellants:

5. Standard U.S. Army M-9 (39.6% NC, 49.4% NG,
11.0% plasticizer and stabilizer).

6. Nitrocellulose (NC) Plastisol [53.7% NC, 39.2%
trimethylolethane trinitrate (MTN), 7.1% triethyl-
ene glycol dinitrate (TEGDN)]. Batchs 1069 and 1070.

7. Opacified NC plastisol, propellant #6 with 0.2% C.
Batch 1059.

8. Opacified NC plastisol, propellant #6 with 1.0% C.
Batch 1088.

9. Standard U.S. Navy N-5 (50.0% NC, 34.9% NG, 12.5%
plasticizer and stabilizer, 2.6% Pb salts). (A
JANNAF reference propellant.)

10. Catalyzed NC plastisol, propellant #6 with 2.0%
lead salicylate (PbSa) and copper salicylate (CuSa)
and 0.2% C. Batch 1050.

Nitramine (HMX)/polyurethane (PU) propellants:

11. High energy propellant (85% HMX, 15% PU).
12. Cool propellant (75% HMX, 15% PU, 10% oxamide).
13. Propellant #11 containing 0.4% elemental phosphorus

in the form of ammonium polyphosphate.

*Propellants #1, 2, and 3 were processed at Princeton using
the standard techniques described in Ref.l0l. Propellant #4
was supplied by the Huntsville Division of the Thiokol Chem-
ical Corporation. Propellants #6, 7, 8, and 10 were pro-
cessed at Princeton using the techniques described in Ref.
102. Propellants #11, 12, and 13 were supplied by the Wasatch
Division of the Thiokol Chemical Corporation. Propellants
#9 and 10 were catalyzed to produce increased burning rates
and plateaus between 10 and 80 atm. Carbon was added to
propellants #2, 7, 8, and 10 in the form of a powder (Neo
Spectra TA, manufactured by Columbian Carbon Co.) with a
mean diameter on the order of 0.01p.
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Table 4

Measured slopes of ignition boundaries at 21 atm N2showing dependence of results on radiative energy source
and optical properties of propellants

Propellant # Laser Heating Arc Heating

1 -1.3 -1.4
2 -1.6 -.

3 -1.3 Not determined
4 -2.0 -2.0

5 -2.0 Not determined

6 -1.54 -1.55
7 -1.65 -1.55

8 -1.65 -2-00

9 -1.7 Not determined

10 -1.60 -1.77

11 Not determined -1.8

12 Not determined -2.0 (air)

13 Not determined -1.1

It
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Table 5

Surface reflectivity and volumetric absorption of
some of the tested propellants showing strong dependence

on wavelength. (Values taken from Ref.103).

Propellant type r av a,cm- 1  a,cm-
and number 10.6p 0.9u 0.2 - 2.0u! u : 06

AP/PBAA binder com-

posite propellants:

1. 75% unimodal AP
(450) without
1% C 0.013 0.35 0.29 2.5

2. Same as #1 but
with 1% C 0.038 0.036 0.05 175

Double Base Pro-
pellants

6. Noncatalyzed NC
Plastisol 10.001 0.7 0.59 5 1 941

7. Opacifiel non-
catalyzed NC
plastisol #6 with1
0.2% C 0.026 0.041 0.06 50 1472

8. Opacified non-I
catalyzed NC I
plastisol #6 with
1.0% C 0.016 0.055 0.05 120 1872

10. Catalyzed NC
plastisol #6 with
2.0% Pb and Cu 1 0
Salts and 0.2% C 0.025 0.062 0.06 82 1871

*Reflectivity averaged after weighting in accord with the
spectral distribution of the xenon arc.

i1
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Table 7

Properties of composite propellant AP/PBAA #941
used as datum case for nonlinear analysis

ASSUMED PROPERTIES

REFERENCE PRESSURE, Pref 6.800E 01 atm

REFERENCE BURNING RATE, Rref 8.370E-01 cm/s

REFER. SURF. TEMPERATURE, Ts,ref 1.OOOE 03 K

REFER. FLAME TEMPERATURE, T 2.430E 03 K
REFER. LENGTH, 1/R.673E-03 m

c/Rref 163-3c
REFER. TIME, /R2ef 1.998E-03 s

REFER. HEAT, Qref 2.310E 02 cal/g
2

REFER. THERMAL FLUX, Iref 2.978E 02 cal/cm -s

EXOTH. AP DECOMP. HEAT, Qc 2.540E 02 cal/g of AP

ENDOTH. BINDER VAP. HEAT, Q 2.250E 02 cal/g of binder

AP CONTENT 8.OOOE 01 %

BALLISTIC EXPONENT, n 4.600E-01

SURFACE ACTIVATION ENERGY, Es 1.600E 04 cal/mole

FLAME ACTIVATION ENERGY, E 2.OOOE 04 cal/mole

CONDENSED PHASE DENSITY, p 1.540E 00 g /cm 3
c

r CONDENSED PHASE SPECIFIC HEAT, Cc 3.300E-01 cal/g-K

CONDENSED PHASE THERMAL DIFFUSIVITYac 1.400E-03 cm2 /s

GAS PHASE SPECIFIC HEAT, Cg 3.300E-01 cal/g-K

GAS PHASE THERMAL CONDUCTIVITY, X 1.OOOE-04 cal/cm-K-s
g

REFLECTIVITY OF PROPELLANT SURFACE, r 4.OOOE-02
AMBIENT TEMPERATURE, Ta 3.000E 02 K

EVALUATED PROPERTIES

COND. PHASE THERMAL CONDUCTIVITY, Xc 7.115E-04 cal/cm-K-s

REFER. FREQUENCY FACTOR, As 2.705E 03 cm/s

SURFACE GASIFICATION HEAT, Qs -1.582E 02 cal/g(+endoth.)

REFER. GAS HEAT RELEASE, 0f,ref 5.447E 02 cal/g

CHEMICAL TIME CONSTANT, AM 3.380E-01

DIFFUSION TIME CONSTANT, BM 2.350E 00

M[
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Table 8

Properties of the datum case used for linearized frequency
response function analysis. (Values taken from Ref.126).

AMBIENT PRESSURE, P 1 atm

BURNING RATE, r 0.2 cm/s

SURFACE TEMPERATURE, Ts 850 K

FLAME TEMPERATURE, Tf 2500 K

SURFACE ENERGY RELEASE, 25 cal/g

BALLISTIC EXPONENT, n 0.5

SURFACE ACTIVATION ENERGY, Es 20,000 cal/mole

GAS PHASE ACTIVATION ENERGY, Ef ' 50,000 cal/mole

CONDENSED PHASE SPECIFIC HEAT, Cc 0.33 cal/g-K

GAS PHASE SPECIFIC HEAT, C 0.33 cal/g-K
g

CONDENSED PHASE THERMAL DIFFUSIVITY,ac 0.017 cm2 /s

GAS PHASE ENERGY RELEASE, Qf 800 cal/gf
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Table 11

Critical values of surface heat release, at which upper
dynamic instability shows up (appearance of D-E roots
in Fig. 31b), in function of pressure for an adiabatic
opaque strand of AP/PBAA #941 deflagrating at Ta - 300
K. For larger IQsI, upper dynamic instability effacts
are manifested as vigorous accelerations of the combus-
tion wave possibly followed by dynamic extinction.
Cf. Fig. 56.

pressure, P, atm surface heat release, Qs' cal/ge

10 "145

20 160

30 167

40 174

50SC 178 :

60 182

________________,_______i____________JI



-147-

F Table 12

Range of values of surface heat release, for which
Sself-sustained oscillating combustion waves are ex-
pected, in function of pressure for an adiabaticr opaque strand of AP/PBAA #941 deflagrating at Ta
300 K. Cf. Fig. 57. a

Pressure, P, atm Surface Heat Release, Qs' cal/g

A-D coalescence B-D coalescence

10 -168 -197

20 -182 -212

30 -190 -225

I



j.*q VA LO rn aU n) Ln

4J U~f c LA UO LA LA

000 0 0 0 0C

0z 0 41

0 > 11 0 H4 IV

Z~ V )c a Dt U) LO
0ar4 0 0 0 0 0 0 0D ri

.L>*'4 0 0 0 00;

0 '' 144

0o(dO0 0 0 0
5.edH -4>1 ~ -4 02 0 0

N) 4.4
4J U4J 5.

.00 40 X 0- 4
I0iji *r. 0Q

r~W .)0 LA r- r. r-4 o en*-r 4-J V.

4Q) 4J r42 *n *V *o a *q -

a) -J0 r4 .,q 4Wi ON LO %0 co m

W. fu4~ 1-4 5 7
CD 4J 4J 4)4J -~ (d-HE 0 42c

(n~~1- en a O 40N

C: 00 0O LA ~ 0 x H -
'U~C0 -P 0 a) R ~

m w 2N 0 HOi 0 -4
rq~a- LO k4 (d000 Nl.ý
R >i d).~ Vl HH 2 4-1 4j 0

(d' $4 4 *d-> CIJ 4J 0 Fi 4-

9: 4) 0 41r LA r 0 mr rI:j

40 1 .i >1- N %D n 0*%C % -
"V4 r4.4 2 0 OL i LA c o 0 m 0" 0V

*3 44-) r.4. .4
r:: 0 (v Z : 3:44 qr %0 %D a- 0; 14

S4~. (OOO 0 (0
-r0rq ) 1-9 1- J 4

r. 0 04 (d5- 0
2 e 9: -1 0 *0 14

4J >i 4.) 4--4 -M $4> )4

fo- .dH 0
0.0 0) 0 H4 0 01a 0)

8 0
1.44.4 0 L

-tq rnr4 a) (0 (
4(J .g-4a W T

44 0 t n
0 44s, x En0

04 r-IN
E~r 0 0 4041 4

024. *'40 C

0 00o 0 0 a

W4 4' X X

$4~~~4 -1 c K4 -



_ _ _0__ _0

Z E-4 H~ inO ~

H inQ to 4)

H E-4 > V

E- 0

> $.4 41

ou 0. Z
0 0 .v. 0 Ol ' Ur

~z 0Z to
0/~ '3Ix..sax DI0



-150-

PRIMARY REFLECTOR SECONDARY

AUXILIARY REFLECTOR REFLECTORPFAST CI

ACIO

ATTENUATION

2----

E ( ' . .,60 80 ! 120-

FLUX~FLX M~I~

- -- .cal/cm sec

-2L

Fig. 2 a) Schematic diagram of arc image ignition appa-
ratus.

b) Typical illumination profile on sample showing
radiant flux intensity decreasing of about
15% from the peak value at the center of the
sample toward the boundary.
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CONTINOUS WAVE ASBESTOS FAST ACTION
1 00 WATT CO. LASER SHUTTER /SHUTTER; (eel MSE.C}
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(a)

FIG.3 a) Schematic diagram of laser ignition apparatus.
b) Typical illumination profile on sample showing

+20% fluctuation of radiant flux intensity
Bn either side of the average value.
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RELATIVE RESPONSE

OF IR DETECTOR

XENON 800 K BLACKBODY rCOZLASER

600K

o P. 4 6 8 t0 12

VISIBLE WAVELENGTH./L

SPECTRAL RANGE OF THE
RADIATIVE ENERGY SOURCES

Fig. 4 Spectral range (not to scale) of energy sources
showing complicate wavelength dependence of the
arc beam structure and strong relative response
of the IR detection system in the 2 - 7 p range.
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AP75/PBAA25

4" o _PROP. 1

2 HMX85/PUl5
z
E-4

" PROP. 8

E4NC BASIC0.%

0 NC BASIC+J..0%C

'-~ PROP. 10
Eo _NC CATALYZED+0.2%CI21 ATM N2 ; ARC IMAGE

OFI I I I i ----I
5 10 50 1 100 200

RADIANT FLUX INTENSITY, I0, CAL/CM- SEC

EXAMPLES OF GO/NO-GO DATA FOR PROP. 8

X NO IGNITION

* IGNITION

Fig. 5 Arc image ignition limits at 21 atm N2 of several
propellant classes showing correlation with the
optical data given in Table 5. --
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1% C (PROP. 2)
- IGNITION

NO IGNITION

0

SLASER HEATINGE OR AIR ATMOSPHERE
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"PROP. 1,2,& 3 DATA ARE FOR 5,11,& 21 ATM
TROP. 4 DATA ARE FOR 11 & 21 ATMt i

5 10 so 100 200
RADIANT FLUX INTENSITY, I0, CAL/C0M- SEC

Fig. 6 Ignition of AP composite propellants #1, 2, 3, and
4 in the laser ignition apparatus demonstrating
independence of pressure in the range 5-21 atm
of N2 or air.
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PROP. 4 DATA ARE FOR 11 & 21 ATM N2  2
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RADIANT FLUX INTENSITYs, 10, AL/CM -_SEC

Fig. 7 Ignition of AP composite propellants #1, 2, and 4
in the arc image ignition apparatus demonstrating
independence of pressure in the range 11 - 21 atm
of N2 and marked effect of radiation penetration.
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Fig. 8 Catalyzed DB propellants #9 and 10 tested in the
laser ignition apparatus showing pressure dependence
of ignition boundaries in the range 5-21 atm N2 .
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0 LASER HEATING

I- 21 -A~N2
AT 11 ATM,,(NO IGNITION CO DOR EXISTED

"r FOR PROP. 6

5 10 50 2100 200

RADIANT FLUX INTENSITY, IC, CAL/CAM4-SECIJ
Fig. 9 Dynamic extinction of noncatalyzed

DB propellants#5 and 6 tested in
the laser ignition apparatus. (No
such boundaries noted in arc
image tests).
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PROP•. 13

o .PROP. 11

$o S~ AT04-i\

H ~11 ATM-2. X

Ezn NO IGNITION
21 ATM-./ \

HJ

S-PROP. 11 21 ATM N 2
O PROP. 13 - 21 ATM N
SPROP. 12 5, 11, A;D 21 ATM AIR

2
A T I =50 CAL/CM -SEC: PROP. 11 AND 13 IGNITEE

SAFTE ABOUT 1 SEC IN 11 ATM N ; PROP. 12 IGN

TED AFTER SEVE&AL SEC IN 21 iTM N2 .

ARC IMAGE HEATING

5 10 50 100 200
RADIANT FLUX INTENSITY, I0, CAL/CM -SEC

Fig. 10 Arc iv-age ignition data for HMX
composite propellantsJl., 12, and
13 in nitrogen and in air showing
resistance to ignition.
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TIMES ARE SECONDS AFTER ONSET OF RADIANT HEATING.
PROPELLANT 1; PRLSSUtE, 11 ATM N2 ;

HEAT FLUX, 30 CAL/CM -SEC

Fig. 11 High speed shadowgraph movie illustrating
flam, development of an AP composite propell-
ant and closely coupled flame.
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---, - ....

d e
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0.004 SEC. AFTER FLAME
DERADAT ION EXTINGUISHED

TIMES ARE SECONDS AFTER ONSET OF
RADIANT HEATING.
PROPELLANT 5; PRESSUPE, 21 ATM N2
HEAT FLUX, 51 CAL/CM -SEC

Fig. 12 High speed shadowgraph movie illstrating flame
development of a noncatalyzed DB propellant and
large stand-off distance of the luminous zone.
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Fig. 13 High speed shadowgraph movie showing carbonaceous-
appearing layer formation on the surface of a
catalyzrad DB propellant.
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Fig. 14 Testing of catalyzed ')B propellant #10 in the arc
image and laser ignition apparatus showing simi-
larity of the two ignition maps and that pressure
dependence is characteristic of the propellant not
the ignition apparatus.
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PROP. 7, 0.2% C

PROP. 8, 1.0% C
U,
z 3-D REIGNITIONN ' BOUNDARY AT 11 ATM

o -S 21 ATM

H -N T.E21 ATM

S- EXTINCTION0 IGNITION

H DERADIATION TIMiE,
E-0 _ 0. 001 SEC

" LASER HEATING
S-N2 ATMOSPHERE-

Ur -I I I1 I I L 1
5 10 50 100 200

RADIANT FLUX INTENSITY, I0, CAL/CM2 -SEC

Fig. 15 Addition of carbon reducing dynamic extinction domain
of noncatalyzed DB propellants #7 and #8.
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Fig. 16 Arc image ignition data showing decrease of ignition
delay with increase of carbon content and absence
of dynamic extinction for noncatalyzed DB propellants
#6, 7, and 8. (Contrast- with Figs. 8 and 14)•.
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SP1ROP. 10, CATALYZEDE-4

PROP. 6, R,
H AND 8

NONCATALYZED

0

SNO IGNITION • IGNITION

- LASER HEATING
"- 5, il, AND 21 ATM AIR

1111 I tlil
5 10 50 2100 200RADIANT FLUX INTENSITY, 10,' CAL/CM -SEC

Fig. 17 Noncatalyzed DB propellants #6, 7, and 8, and
catalyzed DB propellant #10, ignited in a-r,
showing elimination of pressure dependence in
the range 5 - 21 atm when air is the J
ambient gas.
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Fig. 18 Pressure dependence of strong IR signal for non-
catalyzed DB propellant #6. (Weak signal is
independent of pressure and ambient atmoephere).
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Fig. 20 Pre-ignition ablation of a catalyzed DB propellant2
subjected to laser radiation shoving occurrence of
stationary gasification process prior to the self-
sustained flame. See also Table 6.
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TRAVERSE OF IGNITION MAP AT
FIXED I0 (DISCUSSED IN TEXT)

,REGION OF'/
SUSTAINED SELF SUSTAINING
IGNITION I.IGNITION
ASSURED BY X
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>1 H SPREADIG

W r DYNAMIC

O EXTINCTIONC -0
-FOLLOWS0

DERADIATION

E-4 4.Z

SELF SUSTAINING 2

" INCIPIENT FLAME Lld

S(VISIBLE FLAME L
n a D OR IR EMISSION) 1c

0FAINT IR EMISSION
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EO4 GAS EVOLUTION 9C L
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LOG OF RADIANT FLUX INTENSITY, I0 CA LCýS-EC0
Fig.-2i-'- Generalized ignition map showing

event limits or signals that occur
during radiant heating of solidpropellan-ts.
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Fig. 23a Energy balance in differential form at the interic.r
of a. slab subjected to conductive and radiative
heating.

Fig. 23b Steady state thermal profile in a slab subjected
to conductive and radiative heating.
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(continued on next page) i

Fig. 41



-192-

F

(continued from previous page)
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(continued on next page)

Fig. 41 (continued)
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(continued from previous page)
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Fig. 49 Radiation penetration making more difficult dynamic

extinction due to fast deradiation.Ij
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APPENDIX A

THE INFLUENCE OF RADIATION ON THE STEADY CONDENSED
PHASE THERMAL PROFILE AND THE QUASI-STEADY STATE GAS PHASE ASSUMPTION

In this appendix, first, a qualitative picture of the general
problem of unsteady solid propellant combustion is given. Next, the
effect of an external radiant flux on the stationary thermal profiles
in the condensed phase is shown. Finally, the difficulties of deal-
ing with unsteady processes are illustrated and the quasi-steady state
gas phase assumption is introduced.

This appendix is meant to help the reader in understanding the
theoretical developments of the thesis presented in Chapters 6-9.
This appendix makes use of the main thesis nomenclature.

A.1 Oualitative Picture

With reference to Fig. 22a, let us consider the hetero-
geneous deflagration wave consuming a solid propellant subjected
to a radiant flux impinging with intensity (l-r):I at its
surface. For the sake of simplicity, let us examine for the
time being a steady state situation.

In general, a deflagration wave consists of a thermal
wave and a simultaneous succession of a large number of endothermic or
exot.1ermic chemical reactions, which start somewhere in the
subsurface region of the condensed phase and then proceed in the
gas phase. Unfortunately, very little is known about the kinetics
and the energetics of these reactions and, moreover, even if
one knew all the details of the above processes, his task
would be too cumbersome. Consequently, certain drastic but
fruitful approximations are made. The first is the inert
solid assumption, consisting in collapsing all reactions
in the condensed phase and in concentrating at the surface
their energy effects. Likewise, very little is known about
the phase transformations occurring at the interface (condensed/
gas). Again we admit our ignorance by makLng the approximation
of a plane infinitesimally thin burning surface neatly se-
parating the inert condensed phase from the reacting gas phase;
the energy effects of the phase transformation are concentrated
here. We emphasize that this is a pure abstraction, but a
useful one, yielding useful predictions about real propellants.

Usually just one (essentially phenomenological) parameter
Q energy release at the surface in cal/g, is defined encom-
passing the energy effects due both to the distributed volume-
tric reaction collapsed to the surface and to the phase trans-
formations. The qualitative picture we have so far of the
deflagration wave consuming a solid propellant consists of
a layer with no reactions (pure thermal layer) in the con-
densed phase and of a layer with reactions and mass diffusion
in the gas phase. In order to proceed further, we need to put
our discussion on a quantitative basis.
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A.2 Stationary Thermal Profiles in Presence of Radiation

We wish to determine the temperature profile in the
condensed phase of a strand, whose hot boundary temperature is
T. and whose cold boundary temperature is T , burning steadily,
assisted by a constant radiant flux intensiAy in a closed
vessel at temperature T. and pressure P. The reference system,
shown in Fig. 22a, has its origin anchored to the burning
surface by moving the condensed phase toward the right with
speed R. The following assumptions are made:

1. 1 - D, semi-infinite strand

2. chemically inert condensed phase

3. infinitesimally thin plane surface

4. uniform and isotropic composition of condensed phase

5. constant properties of condensed phase

6. heat exchange only through the burning surface.

Therefore, it is possible to associate a unique temperature
value to each station x included between the two boundaries.
In order to give a less vague meaning to the expression
"infinitely long strand", one has to verify that for all
characteristic lengths 6i of the condensed phase

i/L «< 1

where L is the actual length of the strand.

Moreover, it is assumed that radiation is due only to
some external source of known intensity and frequency. How-
ever, the riant flux will suffer several interactions
before getting to the surface of the burning strand. For
the sake of simplicity, it is assumed that the radiant flux
impinges perpendicularly to the burning surface with a con-
stant known intensity I• and that a fraction, rI , is reflected
back. It is also assumed that the distribution 8f the radia-
tion penetrating into the condensed phase may be described
simply by an exponential decay (Beer's law):

Gk 2.1 e,+ax(A.2.1) I O

where a , cm-I is the absorption coefficient. The approximation
of Beer's law is acceptable as long as the scattering of radia-
tion in the condensed phase is negligible. Finally, since all
optical properties depend on wavelength, the radiation is
assumed monochromatic.

With reference to Fig. 23a, a local balance of energy leads
to the following nondimensional energy equation:

~ dO d 2  F eX/1,I D
-X-r • + (l-r) rad ODE
"dX dX rad X = (0,-•)

(A.2.2) 0G(x. _-• = 0 BC2
e(x =-o) = E) BCI

sI
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where RR R/Rref is the nondimensional burning rate;

X = X/Xref is the nondimensional distance;

S(T-Tref/Ts,ref ref is the nondimensional temperature;

F IorP•c Cc Arg •Tsrre ref)J is the nondimensionalradiant flux intensity;

za (1/a /x is tbe nondimensional radiant layerthickness Cfor further information see§B.21.

Reference conditions are taken as follows:

Pref 68 atm refer. pressure
Rref
Rref R (Pref) refer. burning rate

X =cRrefer. distanceref "c•Rref -th,ref

T = T (Pe) refer. surface temperature
s,ref S ref

Notice that the reference length is the thickness of the
thermal layer in the condensed phase at the reference conditions.
The choice of this reference is obvious if one considers the
properties associated with the condensed phase thermal layer
both for steady and unsteady regimes.

The general solution of(Eq. A.2.21is
XRR + l rad

A.2.3 6(X) C1 + C2 er) RR -i/ e

where C1 and C2 are defined by the two boundary conditions:

A.2.4 (BC2 8(X-.)- C1  0
SF

BC e(X = 0) = C2 + (l-r) eRR- 7Z/. sa

For a totally opaque propellant (in a sense to be specified)
no forcing (radiation) term would appear in the ODE of Eq.
A.2.2 and consequently no particular integral would be required
in the general solution given by Eq.(A.2.3): the thermal pro-
file would be totally conductive. But, in general, the non-
dimensional temperature profile in the condensed phase of a
steadily burning strand assisted by a radiant flux intensity
F is, from Eqs.(A.2.3)and(A.2.4):

F-R eX19.rad
A.2.5 S(x) = ese8 + (l-r) RRF /rad e -e XRR

In Fig. 23b the contribution due to conduction

6 (X)8 X-RRecoX = es,coe

and the contribution due to the radiation penetration

0 W RR eX/Irad e X-R]
(X) = (1-r) F- rad erad
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Are shown graphically. The radiatiVe thermal profile starts
with zero slope, since tbe absorption of r~diation is a
volumetric process,. The effect of the radiation penetration
is to make the overall thermal profile less steep.

It is worthwhile to remark that the conductive thermal
layer thickness:

Xth cL/R

th,ref

depends also on the operating pressure through the burning
rate, while the radiant absorption layer thickness

Cl/a)
rad th,ref

depends exclusively on the natute of the propellant. Notice
that if k£th/£rad " 1 the energy transfer by conduction
dominates over the energy transfer by radiation; physically
this corresponds to the limiting case of an opaque condensed
phase. All this implies that, if a large pressure excursion
occurs, the propellant response may be altered by the presence
of radiation since it alters the thermal layer thickness in
the condensed phase.

A.3 The Quasi-Steady State Gas Phase Assumption

The prediction of the burning rate evolution in time for
arbitrary but independently assigned laws P(t) and/or I (t)
and for a given set of initial values implies that the gurface
temperature (related to the burning rate through some law
to be defined) is unknown. Therefore, the condensed phase
thermal profile can no longer be determined in a straight-
forward way, as it was for the stationary case in the previous
section. Indeed, the coupling between the condensed and the
gas phases through the burning surface needs to be considered
explicitly.

For a stationary configuration, the deflagration wave
in the (chemically inert) condensed phase is defined by the
thermal and radiant layer thicknesses. Since the gas phase
is the site of a complicated pattern of chemical reactions
with the appropriate diffusive and kinetic processes, we
recognize that the analysis of a deflagration wave with these
gas phase contrib tions in principle requires the knowledge of
the thicknesses not only of the proper thermal and radiant layers
but also of some diffusive, kinetic and reacting layers (to
be defined). This is already a big problem, since very little
is known about the details of the gas phase phenomena.
In order to simplify our physical model, hopefully without
loosing the essential features of the overall system, the
following assumptions are made for the gas Phase:
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1. emission of radiation is neglected;

2. any interaction with the external radi'ant flux
is neglected;

3. Kinetic processes are approximated by a one step
(typically second orderY reaction.

Even with this simple model, we would still not know the final
gas temperature. In order to make life simpler, we use the
further (unnecessary) assumption of no energy losses from the
gas phase; in this event, the final gas temperature
is given for a stationary process by:

Tf - Tef6 (x- = eff .Ts,ref-ref

where e is the nondimensional adiabatic flame temperature.
This hypothesis is justified by the fact that it has little
impact on a model where several more serious approximations
have been made.

Despite these assumptions, for a nonsteady case the problem
of fully defining *he deflagration wave is still very difficult.
The shape of the thermal profile is a priori unpredictable
since it depends on the full previous time history and on the
arbitrary but given laws P(t) and/or I (t). It is obvious
that the concept of a simple fixed thermal layer looses
all its meaning. For the condensed phase, at least, we may
overcome this difficulty by solving the full unsteady thermal
problem. Unfortunately, this implies we must face the
difficulties of a strongly nonlinear initial value problem
expressed by a parabolic PDE. Things are much worse in the
gas phase: not only does the concept of characteristic layers
loose its validity, but we do not knc, how to deal properly
with unsteady reacting processes including their diffusive
and kinetic aspects.

At this point we invoke a powerful approximation: the
quasi-steadiness assumption. This consists in considering
the fully unsteady condensed phase portion of the deflagration
wave coupled to a steady gas phase portion of the deflagration
wave through the burning surface. In doing so, the gas phase
is assumed to adjust itself instant by instant and infinitely
fast to the conditions existing in the condensed phase (say,
burning rate) and to the conditions imposed by the external
parameters (say, pressure).

This assumption may be justified by consideration of the
various characteristic times. Let the characteristic time
for the conductive thermal processes in the condensed phase
be in dimensional terms

- -. ~ . ~ = . - _ - . ~ - ~ - - -- ~ -"- - ---- - - -



-215-

k2 (A.3.1) t /R
t c t hc c

This can bh thought of as, the time required by a particle
traveling with (stationaryl speed R to get across the
conductive thermal layer. Liltevise, the chAracteristic time
associated with the conductive thermal layer in the gas phase
in dimensional terms is

(A.3.2) 2tha U-ath2

For consistency with the previous definitions, let the re-
ference time be defined as

tref - th,ref = ac/R ref

from which the following nondimensional characteristic times

are obtained

tc tthc/tref

Tgg -tth,g/tref

Say, now, that by some means we are able to define a
characteristic time for the law of change of the controlling
parameters; it is always possible to associate a certain
t to a depressurization transient (for example, see Ref. 921.
IAXthe same time scale used for the other characteristic times,
let

ext text/tref

be the nondimensional characteristic time measuring the rate
of change of the external parameters. Whenever

(A.13.3) T << T and r :Text

the overall phenomenon may be considered as fully steady.
Conversely, if

(A.3.4) Tc >> Text and >> Text

the overall phenomenon must be treated as fully unsteady. In
general, we are able to cope easily with the first problem
but we have considerable difficulties with the second one. If,
however

Tc >> Text but Tg << Textc xt9 x
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then we have An intemediate oase in hip t4 gA% phae qay.
be thought of As be~n9 in eV-ibri• •iU t the egternal
parameter% (sar, pressurej while still nothing can .be said
about the condensed phase (except that, in general, It is not
in equilibriuml and about the coupling to the gas phase.

At this point, a fundamental and simple result from the
physics of heterogeneous combustion is of great help. Let
us compare the two characteristic thermal times in condensed
and gas phases; for sake of clarity in dimensional terms
one gets

t a 2thg R
tth,c ac U2

Mass continuity in a steady state requires

pcR P gU
c g

from which

(A.3.5) ~ i t~ Cth,c thc c g c

depending only on p~hysical properties of the__ ropellant. For
usual cases na _ood estimate is

(A.3.6) -•=0(0. 01)
T

.c

This implies that whenever

T << Text ,even though T.>> Text

the gas phase is not only in equilibrium with the external
parameters (say, pressure) but also with the instantaneous
conditions existing in the condensed phase (say, burning rate).

In conclusion, the quasi-steady gas phase assumption
holds true (for the kinds of heterogeneous flames considered
in this work) if Eq. A.3.7 is satisfied. This implies that
all time derivatives in the gas phase equations are small and
can be dropped out; all PDE's are then reduced to ODE's.
Therefore, the gas phase equations are immediately integrable
(e.g. see Eq. 6.5.4 for the energy equation). However, the
resulting quasi-steady integral relations are different from
the corresponding steady state relations due to the unsteadiness
of the boundary conditions at the condensed/gas interface.
For a through discussion of this final point, the reader is
referred to Refs. 90 and 115.

A1
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APPNDIX B

RADIATION, T" - V Q DIZSTRTBUTION
'FU1CTZON IW. TIM CONDENSE PHASE

A more general treatment of the fate of the external
radiant flux impinging on the surface of a burning propellant
is offered in this appendix. The assumption of no radiation
scattering in the condensed phase is relaxed, while all of
the other assumptions listed in 96.5 are retained. This
important aspect of the physics of the radiation has often
been neglected in the literature of heterogeneous flames.
This neglect may affect both the validity of the experimental
measurements of absorption coefficients and the qualitative
behavior of a burning propellant assisted by radiation, mainly
with regard to dynamic effects.

The excellent treatment by. Kot~ler B.1,B.2
and discussion by Ohlemiller B and 5 are followed here.
Further comments on the effects of radiation on burning pro-
pellants can be found in Refs. 126 and B.3. The law found for
the distribution of radiation in an absorbing and scatt;-ing
medium can then be incorporated in the system of equations
listed in §6.5. (This law contains certain phenomenological
constants which in general must be measured experimentally;
a possible procedure is discussed.) Such a more general
model can be numerically integrated following the discussions
of Chapter 9.

For the sake of clarity, dimensional quantities are used
in this appendix. The passage to nondimensional variables is
then performed according to the rules indicated in §6.5.

B.1 Description of the Physical Problem

Let us consider a slab of heterogeneous material (Fig.
B.la) consisting of a large number of particles embedded in a
homogeneous matrix (absorbing-scattering medium). Let the slab
for the time being have a finite thickness t and be illuminated
at one side by a radiant beam of intensity I0. The beam
emerging from the other end at x = t will be less intense
also due to the fact that some light is scattered to the side
by the particles and thus removed from the direct beam. In
Fig. B.la a portrait of the complicated 3-D radiation intensity
distribution in the absorbing-scattering medium is given:
at any station x, the radiation intensity (flux/unit solid angle)
depends not only on the depth of the station from the surface
x = 0, but also on the specific direction considered.

We wish, in this section, to describe the above distri-
bution of radiation intensity. This is, in general, a -

formidable problem and a certain number of assumptions are to
be made. In order to exclude a wavelength dependence, let us
consider for the time being a beam of monochromatic radiation.
It is also assumed for the time being that the matrix of the
medium has the same refractive index as the external ambient

S- u
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medium. When this assumption of 4 neutral medium is not
satisfied, reflection at the surface and refraction at the
boundary (scattering/ambient medial should he accounted for.
Finally, the impinging radiation is assumed unpolarized and the
electromagnetic wave is assumed plane.

A fundamental parameter is the nondimensional ratio d/X,
where d is some typical average size of the particles embeddedin the matrix of the scattering medium and A is the wave-

length of the impinging radiation. Whenever

d/X << 1

the absorption effects are largely dominant over the scattering
effects and the extinction of the impinging beam is practically
due only to absorption. In this case the fate of the beam is
correctly described by Beer's law and the results found in
Chapter 9 do not need to be modified. Conversely, if

d/X >> 1

the scattering effects are substantial and the extinction of
the impinging beam may be due in large part to scattering.
In this case Beer's law is no longer valid and the results
found in Chapter 9 are inaccurate. Finally if

d/X = 1

both absorption and scattering effects are important and the
extinction of the impinging beam is due to both mechanisms.
In this general physical configuration, Beer's law is not
sufficient for describing the fate of the radiation at the
interior of the condensed phase of the burning propellant and
more sophisticated theories are to be implemented. Qualitatively,
one would expect the results found in Chapter 9 to be still
valid but with a dependence on the impinging external radiant
flux less pronounced to the extent in which the extinction of
the oeam is due to scattering.

By scattering is meant the combined effect of reflection,
refraction and diffraction on a radiant flux interacting with
a particle. Only when d/X >> 1 can the fate of the nonabsorbed
portion of a plane electromagnetic wave interactina with a
particle be described using the classical concepts of the
geometrical optics (reflection and refraction). For d/X Nl
is no longer possible to separate the contributions to the
radiant flux intensity due to reflection, refraction, and dif-
fraction. A drastic difference exists depending on
whether the beam is impinging on isolated particles or on a
cluster of particles of different size. For the former case
the well established treatments by Rayleigh (d/X << 1, scattering
only) and Mie (d/WX arbitrary, scattering and absorption)
apply. These theories may be extended to an assembly of par-
ticles having the same diameter subjected to illumination

j



by a monochromatic plane wave, and separated from each other
by a distance large enough. to avoid a succession of scattering
events from the same beam pencil. This situation is defined
as single scattering in a monodisperse assembly of particles.
In the more general configuration of a cluster made of
closely packed particles of various shapes and sizes, multiple
scattering in a polydisperse assembly has to be considered.
This is a very difficult task and no rigourous, theory is avail-
able so far. Several phenomenological treatments have been
proposed and they commonly resort to some statistical average
values for the geometrical factors concerning, the particles
dispersed in the absorbing-scattering medium. This smooths
down the dependence of the results on the shape and size of the
individual particles. The behavior of the absorbing-scattering
medium is globally characterized by two constants, experiment-
ally determined, defining the absorption and scattering properties
of the medium under examination. These are known as "two con-
stant theories".

With reference to Fig. B.ib, let us fix a polar system
of coordinates and let us consider only axial-symmetric cases
by putting 3/a - 0 for all the relevant functions which will
be met. An external radiant beam impinging with intensity 10
at the boundary of the slab and traveling inside the medium is
subjected to negative contributions (decrease of intensity)
due to absorption and out scattering and positive contributions
(increase of intensity) due to emission and in scattering.
As usual, any emission of radiation which is not of thermal
nature is neglected in this work. We define the volume
absorption coefficient a, cm- 1 so that the radiant flux intensity
emitted within a solid angle dw from a point source and lost
by absorption along an arbitrary path of length dt is

diabs = aIdf.

Likewise, we define the volume scattering coefficient s, cm-i
so that the radiant flux intensity emitted within a solid
angle dw from point source and lost by scattering out along an
arbitrary path of length dl is

di sca. out = -s I d9

Obviously, the (total) volume extinction coefficient k, cm 1 is
defined so that the radiant flux intensity emitted within a
solid angle dw from a point source suffers a total loss along
an arbitrary path of length dZ given by

dloss= - k I dl

being

k a + s
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Due to Kirchoff'a jay, the gadiant flux intensity emitted
within A solid angle dw from A point source d:stributed along
an arbitrarr path length dA is

dlem E a Xb dl

where Ib is the intensity of the black body radiation defined
by Planck's law.r\

With reference to Fig. B.lb,it can be shownB4 -B6
that the gain in intensity of the radiant flux along an
arbitrary path dl by scattering from all other bundles dw'
into the bundle dw can be expressed as

dlsca in sdl I(x, rt d&

where the phase function P(n,n*) gives the fraction of radiation
incident from direction n' that is scattered into direction n.
In all scattering processes it is assumed that no frequency
change occurs in the re-emission of radiation. It follows that
the radiative transfer equation which is an energy conservation
statement on the differential element can be written as:

@.l.l) (a+s) + a b + Ifxp) dv"

where I(x,ji) is the radiant intensity at depth x in direction

Sto the inward normal of the boundary surface;

V Bcosn

a is the volumetric absorption coefficient;

s is the volumetric scattering coefficient;

The solution of the above integro-differential equation for
the general case of multiple scattering in a polydisperse cluster
of particles is difficult to obtain. Even for those particular
configurations for which rigorous solutions have been found,
the use of the proper approximate solutions is preferable

Let us turn now to the specific case of a burning propellant.
Due to the distribution and moderate level of temperature in
the condensed phase, the emission of thermal radiation alb
is assumed to be negligibLe compared to the external radiant
flux. As due to the .nat,.re of the propellant, two typical
situations may occur. IZ the composition is homogeneous on a
molecular scale (e.g., son., DB propellants), the scattering
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effects are neglig±ble. In thi case the medium can be thought
of as a pu~re ahsor4ing one and the radiat#ye transfer equation
reduces to Beer ýw law for the limitinng vaue. of s'.Q..
Whenever this occurs,), the :results a, presented in Chapter 9 are
valid. On the other hand, if the composition of the strand is
not homogeneous on a molecular scale Ce.g., a composite AP
propellant), the full Eq. (B.1.1)needs to be considered and a
model for the optical heterogeneity of thx absorbing-scattering
medium is required. Following Ohlemiller75 , a conventional
composite propellant may be- thought of as, consisting of two
phases: a first phase (2S% by" weight of the propellant[
consisting of a polymeric fuel binder with additives and alum.",
inum powder suspended in it and a second phase (75% by weight
of the propellant) consisting of a controlled distribution
of AP particles. Usuallyadditives and aluminum powder have
a mean size of less than 0ui, whereas AP particles may range
from 1. to 100u with a large fraction of particles of the order
of 100. in size. Therefore the fuel phase fills the interstices
around the randomly distributed but rather closely packed
AP particles.

;n the arc. iMaqe Aparatu* moat Qf t~e radiAtion is
absorbed by the polymeric fuel and then the heat is tranmitted--
by conduction to the adjacent AV particleo, which are qu.eite
transparent to the arc image radiation CQ.3 to 1.54.. Con-
versely, in the laser ignition apparatus the radiation CIQ.6 p)is absorbed both by the polymeric fuel and the AP particles.
Note that Eq. B.1.1 has been derived on the assumption of a
collection of absorbing and scattering particles distributed
in a neutral medium. Obviously, this is not the case for the
fuel phase since the medium absorbs as well as the particles.
We can account for this fact by considering some mean absorption
coefficient, a, depending on the composition of the fuel phase
and a surface refctivity coefficient, r. Due to the different
refractive index of the polymeric fuel and AP pa_-ticles, the
reflectivity coefficient may vary on the surface of the pro-
pellant. Likewise, as mentioned, the absorption coefficient
of the polymeric fuel and AP particles may sensibly differ from
the average value. All this implies complicated 3-D inter-
actions between the local deposition of radiation in depth and
the heating of the propellant by conduction. The picture is
made even more difficult by the chaotic change of direction of
the light rays(*scattering"1 in the propellant. It is stressed
that the wavelength dependenceof the relevant optical properties
accentuates these manifestations of heterogeneity in the arc
image apparatus. Notice also that, in the case of arc image
radiation, the polychromatic nature of the radiant beam should
be accounted for. This is not a conceptual difficulty once
we are able to deal with monochromatic radiation.

>1
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Subsequently, once the problem of the radiation distribution
has been solved (see §B.2), the problem (possibly 3-D) of the
heating of the propellant must be dealt with. This also is,
in general, a very difficult matter and in this eport we
will just summarize the discussion by Ohlemiller8 and
75) in §B.2. As to the radiation scattering question, even
considering all the assumtions and simplifications so far
mentioned, the problem is still very difficult to solve. Inorder to avoid too cumbersome and unrewarding a task (recall the
approximations listed in §6.5 for the heterogeneous deflagra-
tion wave in a solid propellant), we accept the further assump-
tion of isotropic scattering. This amounts to putting for thephase function

P(•U•)= 1

Then the radiative transfer equation in dimensional terms in
an absorbing and scattering medium may be written as

(.i.2) dI _ (a+s)I + s3

where J(x, Q is the source function at depth x in direction
Sto the inward normal of the boundary surface and represents
the contribution to radiation in direction p by scattering
from all other directions. it can be written as

The radiative transfer equation will be used in the form of Eq.

(B.l.2)throughout the remainder of the text. To assist the
reader, the assumptions implicit in Eq. (B.l.2)are summarized
as follows:

1. monochromatic radiation;

2. plane wave;

3. unpolarized radiation;

4. polydisperse cluster of particles;

5. multiple scattering;

6. isotropic scattering;

7. nonemitting scattering medium;

8. no frequency change in re-emission of radiation;

9. axial symmetric processes (no edge effects).

ii
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B.2 Approximate Solutions of the Radiative Transfer Equation

Within the framework of the assumptions listed in the
previous section, Eq.(B.l.2)can be solved for two different
configurations corresponding rather closely to the experi-
mental set up of the arc image and of the laser tube. Obviously,
the beam from the arc image can be treated as diffuse poly-
chromatic radiation while the beam from the laser tube can be
treated as collimated monochromatic radiation. Both cases,
at this point easily solvable in principle, are still difficult
in actual practice: the arc configuration requires an ex-
tension to polychiomatic radiation and the laser configuration
requires a proper treatment of the collimated nature of the
beam.

B.2.1 Diffuse Irradiation in an Arc Image Furnace

We start by considering the case of monochromatic uniformly
diffuse radiation (see Fig. B.2). In this case, a first ap-
proximation solution of Eq.(B.l.2)is obtained by the assumption
of no angular dependence of the radiant flux intensity in each
of two hemispheres. The original beam I(x,p) is split
conceptually into two parts; one I+(x) travels in the forward
direction and the second I-(x) travels in the backward direction.
Both radiant fluxes are considered independent of angular

distribution within their respective hemispheres, which is
nearly correct as long as I(x, u') has a weak depen'ence on

Sin Eq .4 B .l .3).The following expressions are obtained (p .
14 of Ref. B.2):

SI () T(x,U > 0) = 0 . e-rX 0 0 r2r-t_ 2

(B. 2 . 1 e 0Roo e - Roo

1 IR~e 2rt] 2 I°R. •
Se-rx +rxI-(x) ( IX,1< 0) e|"r e r ' . e

[e - R01 RD
where t is the thickness of the sample subjected to radiative

heating:

=- 2 Va s, cm+ is a constant

R,= (2a + s - r)/s is a constant

It will be noticed that the original integro-differential
equation of radiative transfer is reduced in this simple case
to a pair of ODE's. The above solution is called the Schuster-
Kubelka or Schuster-Schwartzchild first approximation solution.

ILjI
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For a semiiinfinite slab, in the sense tbAt

Pt 2e >> R;

the Schuster-Kubelka solution may be written very simply as

1:12 - :: ;rrx
f0

(B. 2.2) +

( "x) 10 Ro e-r

From the second of the above relationships, for x = 0 one gets

S= O)c.B.2.3) R =, ,

which defines the constant R as the volume reflectance of a

slab of infinite thickness subjected to uniformly diffuse
illumination.

Since the illumination at the surface is uniformly diffuse,
the path length at each direction dn is di = dx/cos n
(Fig. B.2a). It can be shown (see p. 108 of Ref. B.4) that
the average path length for n varying from 0 to v/2 is

(B.2.4) T = 2dx

i.e., uniformly diffuse radiation is equivalent to a collimated

beam of the same intensity at n = 600. It is interesting to
note that the first o._ Zqs. (B.2.2)suggests that the radiant
layer thickness in an absorbing - scattering medium subjected
to uniform diffuse illumination may be defined as

p.2.5) 6 'rad

In the case of uniform diffuse illumination on a pure absorbing
medium (d/X << 1), as considered in Chapter 9, the previous
relationship reduces to

(B. 2.6) 1rad = i/2a

which differs by a constant from the corresponding definition
given in §A.2; the factor 2 originates from the average path
length of Eq. (B.2.4.).

An application of the Eqs. (B.2.2) is shown in Figs. B3
and B4 for the values of the parameters indicated. In Figs.
B3 (s/k = 0.1) and B4 (s/k = 0.9) the forward I+(x) and backward
I-(x) radiant fluxes evaluated according to Eqs. (B.2.2) are

shown. The radiant flux Iabs(X) absorbed in a

•. bs
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F layer of thickness x is also shown; notice that labs(x 0) 0
since absorption is a volumetric process. Increasing the albedo
ratio s/k from 0.1 to 0.9 makes much less effective the heating
process, in that:Iabs (x) increases slowly and only up to a
certain value depending on s/k, and makes Beer's law more and
more erroneous. In Fig. B3 (weak scattering) the departure
from Beer's law is due mainly to the diffuse illumination
(factor 2 just mentioned); in Fig. B4 the departure is a result
of strong scattering. The energy balance shown in Fig. B2.b
is used as a check at each station x.

A more a'curate solution of Eq. (B.1.21. accounting for
the angular dependence of the two radiant intensites may
be expressed for a slab of infinite thickness asa

Z(x,u>0) e- (a+s) x/U - +(a+R ]
2(a+s-ru) 0

B.2.7 + e-rx . s (1 + Re)
Z (a+s-Fw7.1

(x,w) - e-rx S(U + L.)2 (a+s-ru) 110

This is the radiant intensity at a station x in the direction
u for uniformly diffuse illumination on the surface x = 0
of a semi infinite slab. The Eqs. (B.2.7)are the Schuster-
Schwartzchild second approximation solution.

An application of Eqs.(B.2.7)is shown in Fig.. B5 for the
values of the parameters indicated. A polar diagram is used
in order to describe the angular distribution I (x,p>0) and
I(x,v<d) of the radiant flux intensities at some selected
values of x. Notice that, as the thickness x increases,
the radiant flux intensity decreases in each direction. By
integration over n, the total space distribution I (x) and
I'(x) can be obtained; the difference from the corresponding
solution of Fig. B4 found by the Schuster-Kubelka approach
is within 3% in all the computations made.

In the actual configuration of the arc image apparatus
the polychromatic nature of the radiation has to be accounted
for. Knowledge of the spectral distribution of the surface
reflectivity r(X), absorption coefficient a(X), scattering
coefficient s(M) and of the radiant flux intensity I (X)
is assumed (see Fig. B.6). In a narrow band of wavelengths
dX, the radiant flux intensity absorbed at depth x can be
expressed as:

dl (x;X) = 11- r( )M I a(X) M [I+(x) + I-(x)] dA
tot

4i
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where I (A)/1 cm is the normalized spectral energy
distribution ot the radiation source and measures the
fractional amount of flux contained in the narrow band dA. It
follows that the radiative term

(B.2.8) Nt l-_r F eX/trad
rad

of Eq.(6.5.2)has to be replaced by

(B.2.9) Nt F f(X)

where using Eq.(B.2.2)

Sf~x • I l-r•) I(1)X/Y' -

(B.2.10) (i + RJ)e rad dX• 1o)) radX') tot

is a property of the material and radiant source and does not
vary in time. This computation, easy in principle, is dif-
ficult in practice and requires careful experiments and
numerical techniques. Notice thattrad (!-2a)/xref is the
familiar nondimensional (absorption) radiant layer thickness
when Beer's law holds,while ad (1/r)/x is the non-
dimensional radiant layer thicness for an 981orbing-scattering
medium already introduced in Eq.(B.2.51. Notice also that in
Eq.(B.2.10)the simple Schuster-Kubelka solution has been
employed, since we are not specifically interested in the angular
distribution of the radiant flux.

However, a major difficulty arises at this point. The

previous term(B.2.8)was determined in §A.2 in the framework
of a monodimensional analysis. In a polydisperse absorbing-
scattering medium, where particles of various shapes and sizes
are closely packed, heat conduction from the fuel phase ab-
sorbing the radiation to the adjacent possibly transparent
AP particles is inherently a 3-D process. Only when the physical
heterogeneity of the medium fades out compared to the thick-
ness of the conductive thermal wave (in the condensed phase)
is the above approximation of 1-D in principle allowed. A
characteristic length "measuring" the heterogeneity of the
absorbing-scattering medium may be conveniently defined by
the average size of the AP particles,which has to be
compared to the characteristic length of the conduction layer.
The problem is further complicated by the presence of a third
character±stic layer associated with radiation penetration.
For a detailed discussion of all possible cases, the interested
reader might wish to consult the work by Ohlemiller (pp.
14-15 of Ref. 8a). In any event, non 1-D treatments are
considered an unrewarding task.

In summary, in the case of the arc image ignition apparatus
the substitution of the term(B.2.9) for the termtB.2.8)is
enough, within the limits just discussed, to account for the

I
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general configuration of a polychromatic uniformly diffuse
beam impinging on an absorbing-scattering medium. Since the
scattering diminishes the amouxit of energy actually transferred
to the solid propellant sample (for a given intensity of the
impinging radiant flux), a decreased sensitivity of the pro-
pellant burning rate on dynamic effects associated with
radiation would be expected. In particular, dynamic extinc-
tion would be more and more difficult to occur with increasing
albedo ratio.

B.2.2 Collimated Irradiation with a Laser

Let us consider briefly the more complicated case of collimated
monochromatic radiation (more complex because both collimated
and diffuse fluxes are present). For a slab of infinite
thickness the Schuster-Kubelka solution for the diffuse in-
tensities is (p. 23 of Ref. B.2):

+ 3s [e-(a+s)x -r

(.2.11)

-(x) = a s Iole'(a+s)x -3R e-rxJ

2_where Io, cal/cm -s is the intensity of the collimated radi-
ation impinging on the surface (xz0). The more accurate
Schuster-Schwartzchild second approximation solution for the
diffuse intensities is:

- x" > )= 0 e (a+s)x/U S (l+R00 ) r3s e -rx -(a+s)x/

0" 0 + - 0

wB.2.12) o . o n -e-(a+s)x/u

I (x) 3s ebad ac-(a+s)x(X =a- la+_s-'rV T Js "Io U-

where the last term of the first of Eqs. (B.2.12)should not be
extended to the limit u i

To the above diffuse intensities the collimated intensity
VW(x must be added according to

(B.2.13) I"(x) = 1 0 a (1-1)e

where 6(l -j) is the Dirac delta function.

• 4•
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In this case, the difficulty arises mainly from the fact
that the more complex Schuster-Schwartzchild solution has
to be considered, since the radiant flux has to adjust itself
from an initially collimated configuration to a final uniformly
diffuse configuration. This implies that the dependence of the
angular distribution of the radiant flux on the station x
can no longer be neglected. It follows that Eqs.(B.2.12)
have to be integrated over U = cosn in order for one to evaluate
the amount of radiation falling on a given station x. The
radiant intensity obtained by adding the collimated intensity
given by Eq.(B.2.13)can then be directly substituted in
Eq.(6.5.2)with the same qualitative effects as discussed at
the end of the previous section.

In summary, for the laser ignition apparatus the approximate
evaluation of F and Z r quantities in the term(B.2.8)is
enough to account for r e general configuration of a monochro-
matic collimated beam impinging on an absorbing-scattering
medium. Notice that in this case we do not worry about 3-D
conductive processes, since (at least at 10.64) the absorptivity
of AP is comparable to that of the polymeric binders (about
250 cm-1 ). This can be considered as another advantage of the
laser with respect to the arc image source.

B.3 Experimental Determination of Optical Properties

Consider a slab of propellant of finite thickness
bounded by two parallel and optically plane surfaces and
subjected to uniformly diffuse radiation of monochromatic
nature (Fig. B.7). In generallthe refractive index of the
matrix of the heterogeneous propellant is different from the
refractive index of the ambient medium, usually air. There-
fore, measurements of the optical propp:ties of such a slab of
heterogenous propellant performed in an integrating photo-
meter furnish only total (surface + volume) values of the
reflectance and transmittance. (Note: an integrating photo-
meter is necessary to capture all reflected and transmitted
light). Instead we are interested in evaluating the three
phenomenological constants required for any multiple
scatter theory, i.e., the volumetric absorption and scattering
coefficients, and the internal surface reflectance (see Fig.
B.7). This can be done by extending to the case of uniformly
diffuse illumination the solution given by Stokes (p. 484
of Ref. Bl) for collimated incidence. It is assumed that the
illumination is uniformly diffuse inside the plate also.
For remarks concerning this assumption see Kottler (p. 485
of Ref. B.1) and Kortum (p. 127 of Ref. B.4).

With reference to Fig. B.7 and to the related list of
symbols, the Stokes theory shows that the total reflectance
and transmittance can be expressed as:

2(B.3.1) R = r + t' Ti [Rv(1 - r'Rv) + r"T ]/D
t e e 1 v 1 v
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(.3.2) T M tAt.ATv/D
t e

where D (1 -rýR ' (1 - rý•AR ,T2

Notice that the following parameters

(B.3.3i Rt' Tt" re', r'

are measurable,whereas the following parameters

(B.3.4) Rv, T , rj .rý

cannot be directly measured. Therefore, we have so far four
unknowns in Eq. (B.3.41with two algebraic equations Eqs:!B-C3.1 and
B.3.2). In order to solve the problem we need two more
relationships. The first just assumes that the front ahd
rear surfaces are optically identical, so that

(.35 = r- ri diffuse internal surface reflectivity

r) re: re diffuse external surface reflectivity

The second relationship is obtained from a further measurement
performed in some specific condition so that one of the para-
meters is known. For example, it has been suggested to measure
the reflectance RP of the sample with its rear surface
blackened. In this configuration, the surface reflectivity
at the rear surface r"= 0 in Eq. (B.3.1). Thereforethe complete
problem is solved by asing the following set of algebraic
equations:

Rt = re + teti (Rv(1 - r.R) + riT 2 ]/D

(B, 3.6 Tt = teti TyD

Rbt = re + tet. Rv0. - r.Rv
t e v

where D E (1 r~iy- r T
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The unknowns are Rv,Tv and ri while the parameters Rt, T ,
SRrj, re are measured. Kottler (p. 486 of Ref. B.4), among

other comments, suggests avoiding measurements on overly
thick samples, i.e., those with negligible transmittance, in
order to get reliable results.

!oeIn actual practice most of the spectrophotometers use
a collimated incidence beam. The above results need, there-
fore, to be extended to the configaration of collimated incident
radiation. This implies that the total transmittance Tt
consists now of a specular portion emerging from the rear
surface and of the diffuse portion already considered. More-
over, the external diffuse surface reflectivity re has to be
replaced by the specular surface reflectivity rs. Any other
differences in the parameters may be neglected. However,
in order to verify the assumption of diffuse light at the
interior of the slab, only plates with no emerging specular
transmittance from the rear surface will be considered.
This requires either a plate of sufficient thickness or a concen-tration of scattering particles large enough to avoid the
confusing presence of two specular fluxes in the interior of the
slab. With these provisions, the volume absorption coefficient
a and the volume backward scattering coefficient sb may be
evaluated once the algebraic system of Eqs. (B.3.6)
has been solved. In the framework of the Schuster theory,
one gets

(2 2Jv v (abB.3.7
log[(l - RRv)/Tv a - 2asb t

where R = a + sb -

is the volume reflectance for uniformly diffuse illumination
when the thickness t ÷ =; it has been defined already by
the relationship(B.2.31, Some algebraic manipulations show
that the two definitions are equivalent if we put

s = 2 sb

Indeed the (total) volume scattering coefficient s can be
thought of as the sum of the volume backward scattering
coefficient s and of he volume forward scattering coeffi-
cient sf, so Phat in general

s =sf + sb
5 f 5 b

For very small particles, one has

s -sf b



-231-

and therefore

s 2sb

A final comment concerns the experimental measurement of
the external surface reflectivity. This can be performed in
a spectrophotometer equipped with an integrating sphere and
with some minor adjustments both diffuse and specular
reflectivity can be evaluated. A detailed discussion on
the related problems is contained in Ref. B.4. I

'I

I



-232-

REFERENCES IN APPENDIX B

B.1 Kottler, F., "Turbid Media with Plane Parallel Surfaces,"
Journal of the Optical Society of America, Vol. 50, May
1960, pp. 483-490.

B.2 Kottler, F., "The Elements of Radiative Transfer," Pro ress
in Optics, Vol. III, John Wiley & Sons, Inc., New Yrk, 964.

B.3 Boehringer, J.C. and Spindler, R.J., "Radiant Heating of
Semitransparent Materials", AIAA Journal, Vol. 1, No. 1,
1963, pp. 84-88.

B.4 Kortum, G., Reflectance Spectroscopy: Principles, Methods,
Applications, Springer-Verlag, New York 1969.

B.5 Van deHulst, J., Light Scattering !a Small Particles,
John Wiley & Sons, Inc., New York, 1957.

B.6 Hottel, H. C. and Sarofim, A. F., Radiative Transfer,
McGraw Hill Publishing Co., New York, 1967.



-232a-

NOMENCLATURE FOR APPENDIX B

Except for the following, symbols have the same meaning as

in the main text.

a = volume absorption coefficient, cm 1

d = particle diameter, cm
D = quantity defined at p. 229

f(x) = function defined by Eq. (B.2.10)

Sblack body radiant flux intensity, cal/cm2-s

J(xU) = source function (see Eq. B.1.3)

k = volume extinction coefficient, cm

= dimensional layer thickness, cm
rad nondimensional radiant layer thickness for absorbingrad medium.

rad = nondimensional radiant layer thickness for absorbing-
scattering medium

P(UuA) = phase function (see p. 220)

r = reflectivity coefficient

Rt = total reflectance (see Fig. B.7)

Rv = volume reflectance (see Fig. B.7)

R. = volume reflectance of infinitely thick slab (see pp.
223-224)

S= volume scattering coefficient, cm-I
sf = volume forward scattering coefficient, cm-I

sb = volume backward scattering coefficient, cm-1

t = dimensional thickness of slab, cm

Tt = total transmittance (see Fig. B.7)

Tv = volume transmittance (see Fig. B.7)

Greek Symbols

r = quantity defined at p. 223.

a rad = dimensional radiant layer thickness for absorbing
medium, cm

S•ad= dimensional radiant layer thickness for absorbing-
scattering medium, cm

= angle (see Fig. B.1)

X = wave length, Um

Ii cosn

S= angle (see Fig. B.1)

W solid angle (see Fig. B.1)
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Abbreviations

abs = absorbed

em = emitted

sca = scattered

°r•% : ••,,_• ... . • ,.. . . .. . .. . . ... ... .. . ; .I•
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APPENDIX B

Fig. No. Title Page

Bl.a Qualitative picture of radiation scat- 234
tering in an optically heterogeneous
medium showing 3-D nature of the
phenomenon.

Bl.b Axial-symmetric reference system. 234

B2.a Schematic of diffuse illumination study 235
case.

B2.b Integral balance check for the study case. 235

B3 Schuster-Kubelka solution of diffuse 236
illumination configuration for s/k = 0.1
showing little effect of scattering.

B4 Schuster-Kubelka solution of diffuse 237
illumination configuration for s/k - 0.9
showing large effect of scattering.

B5 Schuster-Schwartzchild solution of diffuse 238
illumination configuration for s/k = 0.9
showing angular distribution of forward
and backward radiant flux intensities.

B6 Schematic illustrating the optical proper- 239
ties to be accounted for in the case ofpolychromatic radiation.

B7 Schematic illustrating a possible approach 240
for measuring the optical properties of an
heterogeneous medium (see Ref. B2).
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Fig. Bl.a Qualitative picture of radiation scattering in an
optically heterogeneous medium showing 3-D nature
of the phenomenon.

Fig. Bl.b Axial-symmetric reference system.
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Eig. B2.a Schematic of diffuse illumination study case.

Fig. B2.b Integral balance check for the study case.
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Fig. B6 Schematic illustrating the optical properties to
be accounted for in the case of polychromatic
radiation.
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cix' Id~x"
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e L#

Rt 4i~-

t re external reflectance of the front, back surface

t' ,te = external transmittance of the front, back surface
e e

r!r = internal relectance of the front, back surface

t! ,t! internal transmittance of the cront, back surface

Rv= pure volume reflectance

v= pure volume transmittance

Rt = total (front surface+back surface+volume) reflectance

Tt = total (front surface+back surface+volume) transmittance

Fig. B7 Schematic illustrating a possible approach for
measuring the optical properties of an hetero-
geneous medium (see Ref. B2).


